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How to reach me?How to reach me?

Pearson Building, 402Pearson Building, 402

0171 504 44130171 504 4413

www.cs.ucl.ac.uk/staff/w.emmerichwww.cs.ucl.ac.uk/staff/w.emmerich
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What are you going to learn?What are you going to learn?

n Problems that occur when writing
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Engineering of Concurrent SystemsEngineering of Concurrent Systems
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FSP ExampleFSP Example

ITCH =            (scratch->STOP).

CONVERSE =        (think->talk->STOP).

||CONVERSE_ITCH = (ITCH || CONVERSE).

ITCH =            (scratch->STOP).

CONVERSE =        (think->talk->STOP).

||CONVERSE_ITCH = (ITCH || CONVERSE).
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LTS ExampleLTS Example

00 11 22 33 44 55

thinkthink talktalk scratchscratch

talktalk thinkthink

scratchscratch

scratchscratch
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n Parallelism
• Physically simultaneous processing
• Involves multiple PEs and/or independent

device operations.

n Concurrency
• Logically simultaneous processing
• Does not imply multiple processing elements

(PEs).
• Requires interleaved execution on single PE.
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Interleaved Model of ConcurrencyInterleaved Model of Concurrency

TimeTime

CC

BB

AA

n Executing 3 processes on 1 processor:n Executing 3 processes on 1 processor:
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SummarySummary

n Motivation for concurrent programs
n Engineering approach to concurrency
n Finite State Processes
n Labelled Transition Systems
n Parallelism vs. concurrency
n Interleaved model of concurrency
n Next Lecture: modelling processes in FSP
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