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Genetic Improvement of Software
for Multiple Objectives
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Abstract. Genetic programming (GP) can increase computer program’s
functional and non-functional performance. It can automatically port or
refactor legacy code written by domain experts. Working with program-
mers it can grow and graft (GGGP) new functionality into legacy systems
and parallel Bioinformatics GPGPU code. We review Genetic Improve-
ment (GI) and SBSE research on evolving software.
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Fig. 1. Genetic Improvement of Program Source Code

1 Introduction

Although the idea of using evolutionary computation to improve existing soft-
ware has been in the air for a little while [I], the use of genetic programming
(GP) [2I3] to improve manually written code starts to take off in 2009 (see Fig-
ure . First with Wes Weimer et al.’s prize winning automatic bug fixing work
[AB67)819] Section and also Orlov and Sipper’s [10] use of GP to improve
manually written code by using it to seed the GP’s population [11] (Section [2.3)).
The |GISMO research project started four years ago with the lofty aim of trans-
forming the way we think about and produce software. Now nearing its end, we
can point to some successful applications (Sections to but perhaps the
major impact has been the growth of “Genetic Improvement” [12] and the in-
creasing acceptance that search based optimisation [I3] can not only aid software
engineers but also act upon their software directly.
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Fig. 2. Recent growth in number of entries in the genetic programming bibli-
ography applying GP to generate or improve software (May 2015)

We shall give an overview of Genetic Improvement (GI). This is based in
part on “Genetically Improved Software” [12] and work presented at the first
international event on GI (held in Madrid 12* July 2015 [14]). GI is the use of
optimisation techniques such as Genetic Algorithms and Genetic Programming
[213] to software itself. Although any optimisation technique might be used, so
far published work has concentrated upon using GP to improve human written
source code.

In the next section we start by briefly summarising research which evolved
complete software [I5] and then move on to GI. Section [3|starts with automati-
cally fixing real bugs in real C/C++ programs (Section [3.1]). This is followed by
reviews of the GISMO project’s work on gzip (Section [3.2)), Bioinformatics (Sec-
tion [3.3) and parallel computing (Sections to . Section [4| describes evolv-
ing a human competitive version of MiniSAT from multiple existing programs.
Whilst Section [5] describes three examples of GP and programmers working to-
gether including obtaining a 10000 fold speedup. The last sections (Sections |§|
and |7]) conclude with the project’s main lessons.

2 Evolving useful Programs from Primordial Ooze

2.1 Hashes, Caches and Garbage Collection

Three early examples of real software being evolved using genetic programming
are: hashing, caching and garbage collection. Each has the advantages of being
small, potentially of high value and difficult to do either by hand or by theo-
retically universal principles. These include examples where GP generate code
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exceeded the state-of-the art human written code. Whilst this is not to say a
human could not do better. Indeed they may take inspiration, or even code, from
the evolved solution. It is that to do so, requires a programmer skilled in the art,
for each new circumstance. Whereas, at least in principle, the GP can be re-run
for each new use case and so automatically generate an implementation specific
to that user.

Starting with Hussain and Malliaris [I6] several teams have evolved good
hashing algorithms ([I7], [I8] and [19]).

Paterson showed GP can create problem specific caching code [20]. O’Neill
and Ryan [2I] used their Grammatical Evolution approach also to create cache
code. Whilst Branke et al. [22] looked at a slightly different problem: deciding
which documents to retain to avoid fetching them again across the Internet.

Many computer languages provide a dynamic memory manager, which frees
the programmer of the tedium of deciding exactly which memory is in use and
provides some form of garbage collection whereby memory that is no longer in use
can be freed for re-use. Even with modern huge memories, memory management
can impose a significant overhead. Risco-Martin et al. [23] showed the GP can
generate an optimised garbage collector for the C language [24].

2.2 Mashups, Hyper-heuristics and Multiplicity Computing

The idea behind web services is that useful services should be easily constructed
from services across the Internet. Such hacked together systems are known as web
mashups. A classic example is a travel service which invokes web servers from a
number of airlines and hotel booking and car hire services, and is thus able to
provide a composite package without enormous coding effort in itself. Since web
services must operate within a defined framework ideally with rigid interfaces,
they would seem to be ideal building blocks with which genetic programming
might construct high level programs. Starting with Rodriguez-Mier, several au-
thors have reported progress with genetic programming evolving composite web
services [25126127].

There are many difficult optimisation problems which in practise are ef-
ficiently solved using heuristic search techniques, such as genetic algorithms.
However typically the GA needs to be tweaked to get the best for each prob-
lem. This has lead to the generation of hyper-heuristics [28], in which the GA
or other basic solver is tweaked automatically. Typically genetic programming
is used. Indeed some solvers have been evolved by GP combining a number of
basic techniques as well as tuning parameters or even re-coding GA components,
such as mutation operators [29].

A nice software engineering example of heuristics is compiler code generation.
Typically compilers are expected not only to create correct machine code but also
that it should be in some sense be “good”. Typically this means the code should
be fast or small. Mahajan and Ali [30] used GP to give better code generation
heuristics in Harvard’s MachineSUIF compiler.

Multiplicity computing [31] seeks to over turn the current software mono-
culture where one particular operating system, web browser, software company,
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etc., achieves total dominance of the software market. Not only are such monopo-
lies dangerous from a commercial point of view but they have allowed widespread
problems of malicious software (especially computer viruses) to prosper. Exclud-
ing specialist areas, such as mutation testing [32I33], so far there has been only
a little work in the evolution of massive numbers of software variants [34]. Only
software automation (perhaps by using genetic programming) appears a credible
approach to N-version programming (with N much more than 3). N-version pro-
gramming has also been proposed as a way of improving predictive performance
by voting between three or more classifiers [35J36] or using other non-linear
combinations to yield a higher performing multi-classifier [37U38§].

Other applications of GP include: creating optimisation benchmarks which
demonstrate the relative strengths and weaknesses of optimisers [39] and first
steps towards the use of GP on mobile telephones [40], connections to software
product lines [41], security [42/43] and adaptability [44].

2.3 Genetic Programming and Non-Function Requirements

Andrea Arcuri was in at the start of inspirational work on GP showing it can cre-
ate real code from scratch. Although the programs remain small, David White,
he and John Clark [45] also evolved programs to accomplish real tasks such as
creating pseudo random numbers for ultra tiny computers where they showed a
trade off between “randomness” and energy consumption.

The Virginia University group (see next section) also showed GP evolving
Pareto optimal trade offs between speed and fidelity for a graphics hardware
display program [46]. Evolution seems to be particularly suitable for exploring
such trade-offs [47J48] but (except for the work described later in this chapter)
there has been little research in this area.

Orlov and Sipper [10] describe a very nice system, Finch, for evolving Java
byte code. Effectively the GP population instead of starting randomly [49] is
seeded [II] with byte code created by compiling the initial program. The Finch
crossover operator acts on Java byte code to ensure the offspring program are
also valid java byte code.

Archanjo and Von Zuben [50] present a GP system for evolving small business
systems. They present an example of a database system for supporting a library
of books.

Ryan [51] and Katz and Peled [52] provide interesting alternative visions. In
genetic improvement the performance, particularly the quality of the mutated
program’s output, is assessed by running the program. Instead they suggest each
mutation be provably correct and thus the new program is functionally the same
as the original but in some way it is improved, e.g. by running in parallel. Katz
and Peled [52] suggests combining GP with model checking to ensure correctness.

Cody-Kenny et al. [53] showed on a dozen Java examples (mostly different
implementations of various types of sort from rosettacode.org) that GP was able
to reduce the number of Java byte code instructions executed.

Schulte et al. [54] describes a system which can further optimise the low level
Intel X86 code generated by optimising compilers. They show evolution can
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reduce energy consumption of non-trivial programs. (Their largest application
contains 141 012 lines of code.) Mrazek et al. [55] showed it was possible to evolve
an important function (the median) in a variety of machine codes.

3 Improvement of Substantial Human Written code

3.1 Automatic Bug Fixing

As described in the previous two sections, recently genetic programming has
been applied to the production of programs itself, however so far relatively small
programs have been evolved. Nonetheless GP has had some great successes when
applied to existing programs. Perhaps the best known work is that on automatic
bug fixing [56]. Particularly the Humie award Winningﬂ work of Westley Weimer
(Virginia University) and Stephanie Forrest (New Mexico) [5]. This has received
multiple awards and best paper prizes [4J6]. GP has been used repeatedly to
automatically fix most (but not all) real bugs in real programs [57]. Weimer
and Le Goues have now shown GP bug fixing to be effective on over a million
lines of C++ code. Once GP had been used to do the impossible others tried
[58/59160] and it was improved [61] and also people felt brave enough to try other
techniques, e.g. [62063]64]. Indeed their colleague, Eric Schulte, has shown GP
can operate below the source code level, e.g. [43]. In [§] he showed bugs can be
fixed via mutating the assembler code generated by the compiler or even machine
code [65]. After Weimer and co-workers showed that automatic bugfixing was not
impossible, people studied the problem more openly. It turns out, for certain real
bugs, with modern software engineering support tools, such as bug localisation
(e.g. [66]), the problem may not even be hard [67].

Formal theoretical analysis [68] of evolving sizable software is still thin on
the ground. Much of the work presented here is based on GP re-arranging lines
of human written code. In a study of 420 million lines of open source software
Gabel and Su [69] showed that excluding white space, comments and details
of variable names, any human written line of code has probably been written
before. In other words, given a sufficiently large feedstock of human written code,
current programs could have been written by re-using and re-ordering existing
source code. In many cases in this and the following sections, this is exactly what
GP is doing. Schulte et al. [J] provides a solid empirical study which refutes the
common assumption that software is fragile. (See also Figure [3]). While a single
random change may totally break a program, mutation and crossover operations
can be devised which yield populations of offspring programs in which some may
be very bad but the population can also contains many reasonable programs and
even a few slightly improved ones. Over time the Darwinian processes of fitness
selection and inheritance [70] can amplify the good parts of the population,
yielding greatly improved programs.

! Human-competitive results presented at the annual GECCO conference
http://www.genetic-programming.org/combined.php
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Fig. 3. Histogram of impact on speed and solution quality made by single muta-
tions to Bowtie2 (Section. Many changes have no impact on quality, plotted
along x=0. Indeed a large number do not change its speed either (note spike at
the origin). There are a few mutations which give better quality solutions. It is
from these GP evolves a seventy fold speed up.

3.2 Auto Porting Functionality

The Unix compression utility gzip was written in C in the days of Digital Equip-
ment Corp.’s mini-computers. It is largely unchanged. However there is one
procedure (of about two pages of code) in it, which is so computationally in-
tensive that it has been re-written in assembler for the Intel 86X architecture
(i.e. Linux). The original C version is retained and is distributed as part of
Software-artifact Infrastructure Repository [sir.unl.edul [72]. We showed genetic
programming could evolve a parallel implementation for an architecture not even
dreamt of when the original program was written [71].

Whereas Le Goues and others use the original program’s AST (abstract syn-
tax tree) to ensure that many of the mutated programs produced by GP compile,
we have used a BNF grammar (see Figure [1)). For CUDA gzip we created our
grammar from generic code written by nVidia. The original function in gzip
was instrumented to record its inputs and its outputs each time it was called
(see Figure [4)). Essentially GP was told to create parallel code from the BNF
grammar which when given a small number of example inputs (based on the
instrumented code, Figure [4]) returned the same answers. The resulting parallel
code is functionally the same as the old gzip code.

3.3 Bowtie2CGF Improving 50 000 lines of C++

Finding the best match between strings is the life blood of Bioinformatics.
Wikipedia lists more than 140 programs which do some form of Bioinformat-
ics string matching. Modern NextGen sequencing machines generate billions of
(albeit very noisy) DNA base-pair sequences.
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Fig. 4. Auto porting a program module to new hardware. The original code is
instrumented to record the inputs (upper blue arrows) to the target function
(red) and the result (lower blue arrows) it calculates. These become the test
suite and fitness function when evolving the replacement code [71].

The authors of all this software are in a bind. For their code to be useful they
have to chose a tradeoff between speed, machine resources, quality of solution
and functionality, which will: 1) be important to Bioinformatics and 2) not be
immediately dominated by other programs. They have to choose a target point
when they start, as once basic design choices (e.g. target data sources and type
and size of computer) have been made, few research teams have the resources to
discard what they have written and start again. Potentially genetic programming
offers them a way of exploring this space of tradeoffs [47/48]. (Figure [5| shows
a two dimensional trade off between speed and quality.) GP can potentially
produce many programs across a Pareto optimal front and so might say “here
is a trade-off which you had not considered”. This could be very useful even if
the development team insist on coding a solution.

We have made a start by showing GP can transform human written DNA
sequence matching code, moving it from one tradeoff point to another. In our
example, the new program is specialised to a particular data source and sequence
problem for which it is on average more than 70 times faster. Indeed on this
particular problem, we were fortunate that not only is the variant faster but
indeed it gives a slight quality improvement on average [75].

3.4 BarraCUDA

BarraCUDA [76] like Bowtie2%F looks up DNA sequences. However BarraCUDA
uses the computational power of nVidia graphics accelerators (GPUs) to process
hundreds of thousands of short DNA sequences in parallel. Despite having been
written by experts both on Bioinformatics and on GPUs, GP when targeted by
a Human on a particular kernel was able to speed up that kernel by more than
100 times. Of course this kernel is only part of the whole program and overall
speed up is more modest. Nevertheless on real examples the GI code [(7] can be
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Fig. 5. Example of automatically generated Pareto tradeoff front [48]. Genetic
programming used to improve 2D Stereo Camera code [73] for modern nVidia
GPU [74]. Left (above 0) many programs are faster than the original code written
by nVidia’s image processing expert (human) and give exactly the same answers.
Many other automatically generated programs are also faster but give different
answers. Some (cf. dotted blue line) are faster than the best zero error program.

up to three times faster than the previous (100% human) version Indeed with
a top end K80 Tesla BarraCUDA can now be more than ten times faster than
BWA on a 12 core CPU [78].

The GI version of BarraCUDA has has been in use via SourceForge since
20 March 2015. In the first two months it was downloaded 230 times.

3.5 Genetically Improved GPU based Stereo Vision

Originally the StereoCamera [73] system was specifically written by nVidia’s
image processing expert to show off their hardware. However in [74] we show
GP is able to improve the code for hardware which had not even been designed
when it was originally written. Indeed GP gave up to a seven fold speed up in
the graphics kernel.

3.6 Genetically Improved GPU based 3D Brain Imaging

GI can automatically tune an important CUDA kernel in the NiftyReg [79]
medical imaging package for six very different graphics cards (see [80, Fig. 1]).
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4 Plastic Surgery: Better MiniSAT from multiple Authors

Genetic Improvement has also been used to create an improved version of C++
code from multiple versions of a program written by different domain experts.
The Boolean satisfiability community has advanced rapidly since the turn of
the century. This is partly due to the “MiniSAT hack track”, which encourages
people to make small changes to the MiniSAT code. Some of these variants were
evolved together to give a new MiniSAT tailored to solve interaction testing
problems [81]. It received a human competitive award (HUMIE) in 2014.

5 Creating and Incorporating New Functionality

5.1 Babel Pidgin: Adding Double Language Translation Feature

Jia et al. [82] describes another prize winning GI system. GP including human
hints was able to evolved new functionality externally and then search based
techniques [83] were used to graft the new code into an existing program (pidgin)
of more than 200000 lines of C++.

5.2 Grow and Serve GP Citations

The GP grew code and grafted it into a Django web server to provide a citation
service based in Google Scholar. As an experiment, the GP bibliography used
this GP produced service. In the first 24 hours it was used 369 times from 29
countries [84].

5.3 10%x Speedup on Folding RNA Molecules

GP was told approximately where to evolve new code within an existing parallel
program pknots [85]. It converted the original CUDA kernel, which processes
one Dynamic Programming matrix at a time, into one which processes multiple
matrices. Although only trained on five matrices, the evolved kernel can work
on up to 200000 matrices, delivering speed ups of up ten thousand fold [86].

6 GISMO Key Findings

The idea of using existing code as its own specification is very valuable (see
also Figure [4]). Many existing specifications are informal and often incomplete.
Whilst the existing code may contain errors, the fact that it is in use shows it
to be near what is wanted and so can be used as a basis for new work. Also by
using existing test suites or automatic test case generation tools, the output of
the existing code under test can be used as its own test oracle and indeed the
test oracle for the new code. The number of tests available for validating the
new code is now only limited by machine (rather than human) resource limits.
However many of the GISMO examples given above show a very small number
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of tests, perhaps just a handful (provided they are frequently changed), may be
sufficient to guide the GI. With a much larger pool of tests or other validation
techniques being available post evolution. Indeed when working at the source
code level, GI generated software can potentially be validated by any of today’s
techniques, including manual inspection as well as intensive regression testing.

While human written code may be optimised for a particular objective, GI
can optimise it for multiple objectives (Figure [5)). This may be particularly im-
portant if, whilst maintaining functionality of the existing code, GI can suggest
unsuspected tradeoffs between speed, memory usage, energy consumption, net-
work loading, etc. and quality.

Although code evolved from scratch tends to be small, grow and graft (GGGP)
(Section [5)) is a potential way around the problem. GGGP still evolves small new
components but also uses GP to graft them into much bigger human written
codes, thus creating large hybrid software.

The work on miniSAT (Section {4)) shows GP can potentially scavenge not
just code from the program it is improving but code from multiple programs by
multiple authors. This GP plastic surgery [87] created in a few hours an award
winning version of miniSAT tailored to solving an important software engineering
problem. The automatically customised code was better at problems of this type
than generic versions of miniSAT which has been optimised by leading SAT
experts for years.

In software engineering there has always been a strong pressure to keep soft-
ware as uniform as possible. To try and keep all the users running just a few
versions. With the popularity of software product lines and possibility of multi-
plicity computing, we see an opposing trend. A desire to reduce the impact of
malicious programmers by avoiding the current software monoculture and for
more bespoke and adaptable systems. Already there is a little GI work in both
avenues.

7 GISMO Impact

While the GI version of BarraCUDA has been in use since March 2015, perhaps
the biggest impact of the project has been to show automatic or even human
assisted evolution of software can be feasible. Before 2009 automatic bug fixing
was regarded as fantasy but following [4] this changed. The biggest impact of
the project will be encouraging people to do what was previously considered
impossible.

Sources and Datasets

The grammar based genetic programming systems and associated benchmarks
are available via the GISMO) project web pages. Other authors have also made
their systems available (e.g. Le Goues’ [genprog)) or may be asked directly.
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