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and biotechnology needed to be solved is still in its early 
phases. The field requires novel approaches for abstraction, 
for modeling bioprocesses that follow different biochemical 
and biophysical rules, and for combining different modules 
into larger models that still allow realistic simulation with 
the computational power available today. We have identified 
and discussed currently most prominent problems in sys-
tems biology: (1) how to bridge different scales of modeling 
abstraction, (2) how to bridge the gap between topological 
and mechanistic modeling, and (3) how to bridge the wet 
and dry laboratory gap. The future success of systems biol-
ogy largely depends on bridging the recognized gaps.

Abstract  Systems biology aims at creating mathemati-
cal models, i.e., computational reconstructions of biologi-
cal systems and processes that will result in a new level of 
understanding—the elucidation of the basic and presum-
ably conserved “design” and “engineering” principles of 
biomolecular systems. Thus, systems biology will move 
biology from a phenomenological to a predictive sci-
ence. Mathematical modeling of biological networks and 
processes has already greatly improved our understand-
ing of many cellular processes. However, given the mas-
sive amount of qualitative and quantitative data currently 
produced and number of burning questions in health care 
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Introduction

By use of mathematical models, systems biology aims at 
a new level of understanding—the understanding of how 
higher-level functions emerge from the combined action of 
many biomolecules. Thus, systems biology moves biology 
from a phenomenological to a predictive science. Math-
ematical modeling of biological networks and processes 
has already greatly improved our understanding of many 
cellular processes (Klipp et  al. 2005; Barberis et  al. 2007; 
Nelander et  al. 2008; Jörnsten et  al. 2011; Novak et  al. 
2007; Erjavec et al. 2008; Agren et al. 2012; Krantz et al. 
2009; Kotte et  al. 2010; Jol et  al. 2012; Smallbone et  al. 
2010; Arabidopsis Interactome Mapping Consortium 2011). 
However, there are still immense challenges in bridging 
experimental work and mathematical modeling. Advancing 
the field requires novel approaches for abstraction, for mod-
eling bioprocesses that follow different biochemical and 
biophysical rules, and for combining a set of smaller models 
into larger models that still allow simulation with the com-
putational power available today. To address current chal-
lenges, we present and discuss three prominent problems in 
systems biology: (1) how to bridge the gap between topo-
logical and mechanistic modeling, (2) how to bridge differ-
ent scales of modeling abstraction, and (3) how to bridge the 
gap between the wet and dry laboratory.

Bridging the gap between topological and mechanistic 
modeling

Understanding how complex functions emerge from the 
interaction of biomolecules would allow us to predict the 

effects of drugs or to rationally design microbes for bio-
technological applications and industrial exploitation. 
Thus, models that have predictive power are ultimately 
needed. Those models should capture and describe the 
important cellular processes at a sufficient mechanistic 
level providing new molecular insight.

Unfortunately, the current state of mechanistic mod-
eling allows models only to capture small biological sub-
systems, i.e., most often they only grasp a limited number 
of molecular interactions or they can only describe known 
biological behavior, but they have limited predictive power. 
In fact, we are still far away from having predictive models 
for real applications, such as for medicine or biotechnol-
ogy. Developing such models represents one of the biggest 
challenges for the field of systems biology.

Our current modeling capabilities are limited due to the 
following reasons: (1) model development requires a cer-
tain critical level of prior knowledge, e.g., about the biolog-
ical components and their interactions—knowledge, which 
we typically do not have for larger and more complex sys-
tems; (2) a general lack of methods that can guide us in 
finding the correct level of abstraction given the particular 
purpose of the modeling task; and (3) some problems are 
computationally intractable (NP-hard) and hence the solu-
tions for large-scale data can only be obtained approxi-
mately (i.e., heuristically).

Along with the limitations on the modeling side, partic-
ularly in more complex systems, there is a problem of an 
inverse relation between the system size and the available 
biological insight: while there is mostly a good understand-
ing about the biological components, very often there are 
large gaps in network topology.

Thus, to deliver what is ultimately expected from sys-
tems biology—predictive models of biological systems—
we need novel modeling and computational approaches 
that can develop such models despite provable computa-
tional intractability and existing uncertainties about the 
molecular details of a given biological system. These mod-
els do not necessarily need to be correct in all mechanistic 
detail, but they should have predictive power, at least for 
certain aspects of the modeled system.

Building predictive models—ways ahead

Incorporating uncertainty into mathematical models

When building mathematical models of biochemical net-
works, at least three interlinked levels of uncertainty can 
be encountered (Schaber et al. 2009): (1) uncertainty in the 
network structure, e.g., which components and reactions 
to include and at which level of detail (2) uncertainty with 
respect to the choice of kinetics of reactions, e.g., mass 
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action, Michaelis–Menten, hill, and (3) uncertainty of the 
parameter values. Obviously, kinetic laws depend to some 
extent on the chosen granularity (e.g., two lumped mass-
action reactions may conveniently be described by one 
Michaelis–Menten-type reaction) and the nature of the 
parameters is determined by the choice of the rate law.

The vast majority of today’s mechanistic models does 
not incorporate nor try to quantify the uncertainty inher-
ent in the studied systems. Simulation approaches based on 
Monte Carlo methods and sensitivity analysis of ordinary 
differential equations (ODEs) can be used to understand 
implications on system behavior of uncertainty in param-
eters, initial conditions, and to some extent also network 
structure (Wang et al. 2004; Mišković and Hatzimanikatis 
2011). However, without combining proper descriptions of 
uncertainty with experimental data, proper differentiation 
between what we have learned about the system and what 
remains uncertain in an integrated modeling and experi-
mental study will not be possible.

A formal way of specifying uncertainty is through the 
use of probability distributions. The most common use of 
concepts from statistics and probability theory in systems 
biology is to describe variability resulting from the stochas-
tic nature of single reactions, cell-to-cell variation, noise, 
and variability introduced in the process of taking single or 
repeated measurements. However, probability distributions 
can also be used to characterize uncertainty in a broader 
sense, in particular in combination with measurement 
data. Assigning probability distributions to entities such as 
parameters, state variables, and system and measurement 
noise variables in dynamic models of biological networks 
provides understanding of both the quantity itself and its 
precision or uncertainty. This approach becomes even 
more useful if one not only uses prior probability distribu-
tions and studies their time evolution but also updates those 
using time series experimental data to obtain so-called pos-
terior distributions. This more elaborate way of represent-
ing the system under investigation naturally comes with 
the cost of more complex computations and requires more 
advanced mathematics. Nevertheless, the gain of obtain-
ing not only single numerical values for quantities but also 
some measure of quality or quantified uncertainty is a tre-
mendous advantage. To fully exploit the described meth-
odology, there is a need to augment systems of ODEs, in 
favor of systems of stochastic differential equations (SDEs) 
(Kloeden and Platen 1992). These are more complex math-
ematical objects than ODEs since they represent not only 
a single solution trajectory, but also a family of solutions, 
so-called realizations, whose statistical properties can be 
captured in terms of time-varying distributions for the state 
variables. From a modeling perspective, the mechanistic 
part of the SDEs is similar to the ODE description with the 
exception of additional stochastic variables representing 

uncertainty in parameters, reaction rates, or network struc-
ture. The computational effort to fully solve the SDEs for a 
realistic modeling problem, i.e., to compute the time-var-
ying prior/posterior probability distributions for the state 
variables, is not to be underestimated and is in most cases 
not even tractable (requires the solution of a high-dimen-
sional partial differential equation known as the Kolmogo-
rov forward equation). However, often quantities such as 
the peaks or mean of a distribution, together with a measure 
of its spread is what is required to draw conclusions about 
the accuracy with which the model characterizes a system 
under study. Hence, much of today’s research in this area 
targets methods for efficient and accurate approximate 
computations of the distributions or their derived features. 
This approach is commonly used in the field of nonlinear 
filtering (Jazwinski 1970) with longstanding successful 
applications in various engineering fields and tools such as 
extended and unscented Kalman filters and particle filters 
(Bar-Shalom et al. 2001; Ristic et al. 2004).

Bringing constraints into models

Kinetic parameters in biological network models are ther-
modynamically dependent. Km-values and maximal rates 
of reversible reactions are linked by the equilibrium con-
stants of those reactions. Along a series of reactions, the 
drop or gain of free energy provides a restriction for possi-
ble choices of kinetic parameters. If we would estimate the 
parameters independently from each other, we run into the 
danger of violating thermodynamic constraints. This flaw 
can be prevented by, e.g., parameter balancing (Lubitz et al. 
2010) or tackled by network embedded thermodynamic 
analysis (Kümmel et al. 2006).

The accumulating information on parameter values is 
collected in databases such as Brenda (Chang et al. 2008) 
and SABIO-RK (Wittig et  al. 2006) and can be used to 
obtain typical distributions of parameter values specific for 
reactions, organisms, or experimental conditions. Such dis-
tributions can be considered as prior probability densities 
(short: priors) for estimating parameter values in a Bayes-
ian approach. New experimental data can be quantified 
with a likelihood function and a combination of both types 
of information can be used to calculate a posterior density 
distribution (Liebermeister and Klipp 2006). This approach 
takes into account the uncertainty of parameter values as 
discussed above and at the same time makes use of infor-
mation obtained in previous and unrelated experimental 
work.

Model reduction/model expansion

An important aspect of modeling is the adaptation of the 
model complexity to the available knowledge and data 
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used for estimation and validation. Drafting a model from 
mechanistic hypotheses often leads to models with a quite 
large number of parameters to be determined. The situa-
tion becomes even more problematic when certain gaps in 
knowledge of how the system is wired are to be filled with 
partly competing or overlapping mechanistic hypotheses. 
To reduce the complexity of a model to better describe the 
available data, various methods of model reduction can be 
applied. Here, knowledge about orders of magnitude of dif-
ferent parameters as well as qualitative behavior of the sys-
tem under study is important. A proper sensitivity analysis 
is also an important tool to rank the importance of certain 
parts of the model on the overall system behavior to gain 
information of how model can be simplified without kill-
ing the model’s descriptive power. Building dynamic mod-
els by aggregating subsystems developed separately is a 
natural method for obtaining comprehensive models (Kue-
pfer et  al. 2007). However, if such models are to be used 
for parameter estimation and model validation using time 
series data, then it is important to understand if the system 
is persistently excited by the perturbations or experimental 
situation at hand, i.e., if the generated data contain enough 
information to infer values of the parameters to be deter-
mined. A simple example is to consider a reaction rate 
given by a Michaelis–Menten expression. If the experimen-
tal conditions are such that this particular rate only oper-
ates in its linear range (and never becomes saturated), there 
will be no information in the data allowing us to distinguish 
between Vmax and Km and we will only be able to determine 
their ratio. To address comprehensive dynamic models, the 
frequent use of toolbox for model reduction techniques 
including linearization, separation of time-scales leading to 
applications of singular perturbation theory, quasi-steady-
state assumptions, is required.

Bridging different scales of modeling abstraction

Mathematical models are often developed for a specific 
purpose and may be targeted at a small part of the over-
all cellular biochemical network. In the future, these mod-
els will become more useful if they can be integrated into 
larger, more unified models. For example, the Unicellsys 
project (Alberghina and Cirulli 2010) aims at an integrated 
model of stress, nutrient signaling on cell cycle, and growth 
of a single yeast cell and its impact on population. The Vir-
tual Liver project (Abbott 2010) endeavors the integration 
of processes from signaling to whole organ level. There is 
also a major effort underway to develop accurate myocyte 
level ion channel models and link them with accurate 3D 
models of the heart to be able to model cardiac electrophys-
iological effects (Bassingthwaighte et al. 2009).

The complexity of biological systems is so extensive 
that separate groups of scientists are required to curate 

separate parts and pathways and to build the corresponding 
models. It is useful to model the details in separate models 
of appropriate granularities and sizes and later merge them; 
this process is likely to be carried out repeatedly as new 
knowledge is incorporated in the separate parts. By neces-
sity, the merging of models requires combining the data on 
which they are based, as well as recalibration and valida-
tion efforts for the merged, resulting models.

Model merging

The development of models, even if entirely new, benefits 
from the parallel exploration of alternative hypotheses. 
For example, a signaling pathway may not be well known 
and it may be useful to explore models of two alternative 
subnetworks (Flöttmann et al. 2008). At some point, these 
alternative versions of a model will need to be resolved 
and combined—which requires model integration. Since, 
model development is, in general, a time-consuming pro-
cess, one approach to building new models is to start from 
existing models. The reuse of existing models is facilitated 
by model databases such as JWS online (Olivier and Snoep 
2004), BioModels (Le Novère et  al. 2006), the CellML 
model repository (Lloyd et  al. 2008), BioMet Toolbox 
(Cvijovic et al. 2010), and other such libraries. The ability 
to develop models in this way will improve collaborative 
processes and increase model robustness.

Generally, one could combine models with the same 
level of detail— the horizontal merging problem or com-
bine models with different levels of details—the verti-
cal merging problem. Often both are needed. In horizon-
tal merging, one of the aims is to create models that have 
larger scope than the ingoing models, while keeping the 
same level of detail. For example, combining models of 
two signaling pathways provides a new model with more 
coverage of the network. In vertical merging, another aim 
could be to represent different levels of organization that is 
related to the same phenomenon. Horizontal combination 
of two models at the same level of detail allows covering a 
number of processes that would otherwise be ignored when 
the two parts are modeled independently. Such separation 
means that the interaction between the components of the 
two subsets is lost, but it is needed explicitly when they are 
combined. Without that interaction, new biological phe-
nomena may not be able to be modeled.

Ensuring the consistency of the combined model with 
respect to the original models is a major challenge (Lieber-
meister 2008). One issue is the matching of biologically 
identical compartments; for species and reactions shared 
between the two models, this problem can be solved by 
the use of proper annotation (Krause et  al. 2010). Even 
though overlapping species and reactions in the models to 
be merged can be matched, there may be still conflicts and 

Author's personal copy



731Mol Genet Genomics (2014) 289:727–734	

1 3

ambiguity. For instance, species may have different initial 
concentrations or environmental conditions. There can also 
be contradictions in parameter values or the structural form 
of rate expressions for some of the overlapping reactions. 
All such conflicts must be resolved either manually or with 
automated assistance, if available. For example, semanticS-
BML (Krause et  al. 2010) and its predecessor SBMLm-
erge (Schulz et al. 2006) are two tools that can assist in the 
merging of models encoded in Systems Biology Markup 
Language—SBML (Hucka et al. 2003).

Once the definitional aspect of the component mod-
els is handled, it is necessary to evaluate the properties of 
the output model. The main purpose of the merged model 
should be to describe certain data or behavior that the origi-
nal, separated models could not handle. But there may be 
further criteria resulting from the merging and this may 
require a recalibration of model parameters, preferably 
using the original data. This is critical, because the origi-
nal data sets when brought together into the newly merged 
model may need to be interpreted differently due to the 
interaction between the component models. Moreover, each 
individual model is designed for a particular purpose using 
particular data, a specific level of abstraction, and different 
parameter optimization strategies. Therefore, both mod-
els and data must be available and accessible. Data stored 
in relevant databases, e.g., ArrayExpress (Parkinson et  al. 
2010), caBig (http://cabig.nci.nih.gov/), ImmunoblotDB 
(http://www.immunoblot.de/) can be standardized, which 
is of special importance when the data have been obtained 
using different biological protocols, e.g., micro-array, 
2D-gels, mass spectrometry. A model should be annotated 
with the unique access number of the data used for its 
calibration. Clearly, with the merged model serving a new 
purpose, the original data might be reinterpreted, thereby 
giving new biological insight. It is not only just standardi-
zation of data that is critical, but also its availability. If the 
merged model is to be recalibrated and revalidated, the leg-
acy data, therefore, needs to be available (which currently 
is often not the case).

Yet another aspect of model merging is the combination 
of models that are based on different mathematical frame-
works. One might combine (1) ODEs with stochastic kinet-
ics (often represented as master equations, but sometimes 
as SDEs) (Resat et al. 2009), (2) discrete (e.g., graph theo-
retic methods, Boolean networks) and continuous systems 
(e.g., ODEs), or (3) ODEs with partial differential equa-
tions (PDEs), which is formally fairly straightforward, but 
may well have serious multi-scale numerical problems as a 
result (Flöttmann et al. 2008).

One common aspect of merged models with different 
mathematical frameworks is that they require very differ-
ent numerical approaches toward integration of equations. 
Such hybrids may need to not only resolve issues with 

scale (temporal or spatial), but the numerical robustness 
of the resulting combined integration may not always be 
as good as it was in the component problems. A potential 
multi-scale integration problem (Southerna et  al. 2008) 
occurs when different time or length scales are combined in 
the same problem, and the numerical solution is often very 
inefficient unless appropriate numerical methods are used 
to improve the accuracy, speed, memory requirements, etc. 
Multi-scale integration is a ubiquitous problem in many 
areas of mathematical modeling and scientific computation, 
often computationally intensive, yet still not fully under-
stood and an area of active research in the numerical analy-
sis community (Barth et  al. 2001). As better techniques 
become available, they will accelerate further model inte-
gration efforts.

The role of standards in systems biology

Currently, both models and data are often available with-
out proper annotation, which makes automation of their 
integration infeasible. Annotation of model elements 
is required for matching parts of the two models (Stein 
2001). In this particular area, systems biology strongly 
benefits from the application of computer science methods 
(http://www.w3.org/TR/rdf-concepts/, Smith and Hucka 
2010). Still, various community standards are already 
available and partly integrated in common tools (Parkinson 
et al. 2010). There is a need for unifying syntax as well as 
semantics, and the latter is crucial for the model integra-
tion problem. For example, SBML is the de facto standard 
for exchanging dynamic models at the biochemical level, 
although there are many models represented in CellML, 
and in other emerging or forgotten standards, and some 
are stored in none standardized format. Using Resource 
Description Framework (RDF) relations (Southerna et  al. 
2008), modified versions of the same biochemical spe-
cies (such as a protein and its phosphorylated version) are 
also possible to annotate. SBML, in particular, provides 
advanced annotation capabilities that allow the assignment 
of one or more unique database identifiers to each species, 
parameter, and reaction as well as expressing relationships 
among them. Also, standardized graphical notation is cru-
cial for efficient and accurate communication of biological 
knowledge between researchers. Here, the Systems Biol-
ogy Graphical Notation (SBGN) is an emerging standard 
for graphical notation (Jansson and Jirstrand 2010; Le 
Novère et al. 2009).

Finally, even when appropriate experimental data exist, 
it can be difficult to use them due to limited or inaccurate 
documentation and/or annotation. The implicit (or “hid-
den”) data obscured by faulty documentation are, there-
fore, not communicated from experimentalist to modeler. 
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Standards for annotation of experimental data includ-
ing detailed specification of experimental conditions are 
needed. A large effort has already been made to define 
standards for specific subjects, and these are collected in 
the Minimum Information for Biological and Biomedical 
Investigations (MIBBI, http://www.mibbi.org) (Taylor et al. 
2009). The definition of standards and their comprehen-
sive usage is primarily a communication issue that can be 
bridged by cross-disciplinary training, as accomplished in 
bioinformatics or biophysics.

Bridging the gap between wet and dry

Different scientific cultures lead to different approaches 
to—and expectations on—experimental design and model 
predictions. Importantly, models are built on specific 
hypotheses and cannot be used to verify the hypotheses 
they are based on, which instead only allows for a check 
of internal consistency. Failure to understand how—and 
why—models are built may lead to not only over interpre-
tation of simulation results, but also to the collection of data 
that are not optimal for model building and validation. Data 
suitable for modeling might on its own not be the most effi-
cient way to reach biological conclusions, but the iterative 
process between in silico hypothesis generation and experi-
mental evaluation leads to an even better understanding of 
the analyzed system than possible by experimental research 
only. Besides, qualitative data are of limited use for sys-
tems biology and quantitative biological measurements 
as traditionally taken are often based on measurements of 
relative changes. Even highly precise, fold induction meas-
urements are better than qualitative data for the purpose of 
model fitting and relatively little effort would be required to 
relate such measurements to entities per cell. In addition, it 
is imperative to stress the importance of time-resolved data; 
not only to be certain to hit the peak change, but also more 
importantly to be able to decipher causality which should 
be reflected in the temporal order. Overall, a stronger 
understanding of the modeling process would allow experi-
mentalists to increase the usefulness and impact of the data 
they produce—with little or no additional cost.

Discrepancy between data produced and data needed 
in models

Direct inference of network functionality from network 
topology is a nontrivial problem (Cotterell and Sharp 
2010). Even a completely defined topological network 
does not provide more than a static view of the analyzed 
system. The topology defines the possibilities within 
the network, but does not include the information on 

cause-and-effect that is absolutely required to understand 
the network’s function. Nevertheless, tools are being 
developed that can extract biological information even 
from such static network representations. In addition, 
tools for inference of missing parts of network topologies 
are also being developed, but the predictions need to be 
experimentally validated. Large efforts have been made 
to define reaction topology using large-scale methods. 
To determine the information flow through the network, 
the topology must be complemented with the cause-and-
effect information, resulting in a causal topology. This 
requires experimental data not only on which reactions 
may occur but also on how they are regulated. Typically 
such data cannot be generated with high-throughput 
methods, but must be addressed by dedicated experimen-
tation; something which would be time consuming but 
still feasible.

A conceptually greater challenge is the discrepancy 
between the states used in mathematical models and the 
states explored experimentally. One of the best exam-
ples comes from the global protein–protein interaction 
(PPI) studies, in which experiments give information on 
whether a single pair of proteins interacts. The experi-
ments may reveal a large number of such interaction 
partners, but give no information about which combina-
tions may/must occur and in which cellular context. In 
contrast, mathematical models typically contain highly 
defined specific state variables, in which reactions are 
defined for each possible combination of interaction part-
ners. Even dedicated experiments explore only very few 
such combinations. The discrepancy between the combi-
natorial state space in the models and the relatively small 
state space explored experimentally leads to uncertainty 
and implicit assumptions when data are mapped onto the 
models. For example, let us have experimental evidence 
that a protein has three interaction partners. A model 
would typically either include or exclude, explicitly, the 
single proteins, the tertiary complex, and/or the interme-
diate states. However, the experimental evidence proves 
neither the absence nor the presence of any dimers, trim-
ers, or the tetramer. Hence, any definition of model struc-
ture would be based on guessing. While arbitrary model 
reductions may be required, it becomes an issue when 
these are implicit and cannot be distinguished from the 
real knowledge-based model. Since it is inconceivable 
that the empirical data will ever cover the entire possible 
state space of the network, it is necessary to adapt the net-
work description according to the available data (Tiger 
et al. 2012). It will be critical to consequently adjust the 
modeling strategy and also to include new types of data or 
scientific approaches such as molecular modeling. There-
fore, this is one of the largest challenges for the modeling 
community in systems biology.
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Finding common languages for different scientific 
communities

To advance and stimulate research in systems biology, we 
propose two strategies that could contribute to overcoming 
the current problems often encountered in multi-discipli-
nary projects. One is to start training undergraduate stu-
dents in systems biology and providing them with detailed 
knowledge in biology, chemistry, physics, and computer 
science (Wingreen and Botstein 2006). The alternative is to 
qualify highly skilled specialists with excellent understand-
ing of their complementary disciplines and strong experi-
ence in interdisciplinary work, which is crucial to reach a 
systems level of understanding. To do so, closer collabora-
tion between different research areas would be necessary 
on all levels, i.e., for the general laboratory organization 
as well as for individual scientists. Different laboratories 
interested in answering the same biological questions need 
to establish common project planning, including the defini-
tion of all aspects to be addressed, and allowing for build-
ing multi-disciplinary networks. Within these networks, 
elementary cross-disciplinary training at the beginning of 
a project will enable scientists to gain a better understand-
ing of the biological problem and help define a common 
language. Paired working on the same topic/project(s) with 
complementary tools will be very helpful to ensure smooth 
communication and trust between the involved research-
ers. In particular, graduate students will benefit from learn-
ing by doing interdisciplinary research projects with dual 
supervision (mentors from complementary disciplines).

Conclusions

The future success of systems biology largely depends 
on bridging the current gaps between different scales of 
modeling abstraction, topological and mechanistic mod-
eling, and wet and dry laboratories. Novel modeling and 
computational approaches need to deliver predictive mod-
els and also provide the means to incorporate uncertainty. 
Furthermore, the incorporation/integration of constraints in 
the modeling process is necessary to limit the model space 
given the sparsity of the data situation and often encoun-
tered mismatch between the complexity of a proposed class 
of models and information content in available data. To bal-
ance the available information content in measurement data 
with proposed model classes is also the objective of model 
reduction or expansion, and both these topics are needed 
for further development. Another area of great importance 
is model merging, which deals with the problem of obtain-
ing more comprehensive descriptions of the operations of 
biological systems. The development of standards for both 
modeling and experimentation is crucial for facilitating 

model reuse and for increasing the pace of mapping out, 
describing, and better understanding biological systems by 
computational approaches. Related issues are the impor-
tance of finding common languages to enhance efficient 
communication between wet and dry laboratory scientists, 
as well as the importance of forming multi-disciplinary 
networks of different laboratories to attack the challenging 
problems lying ahead.
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