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Abstract. We propose a new entropy-based algorithm for static index
pruning. The algorithm computes an importance score for each docu-
ment in the collection based on the entropy of each term. A threshold
is set according to the desired level of pruning and all postings associ-
ated with documents that score below this threshold are removed from
the index, i.e. documents are removed from the collection. We compare
this entropy-based approach with previous work by Carmel et al. [1],
for both the Financial Times (FT) and Los Angeles Times (LA) col-
lections. Experimental results reveal that the entropy-based approach
has superior performance on the FT collection, for both precision at 10
(P@10) and mean average precision (MAP). However, for the LA col-
lection, Carmel’s method is generally superior with MAP. The variation
in performance across collections suggests that a hybrid algorithm that
incorporates elements of both methods might have more stable perfor-
mance across collections. A simple hybrid method is tested, in which
a first 10% pruning is performed using the entropy-based method, and
further pruning is performed by Carmel’s method. Experimental results
show that the hybird algorithm can slightly improve that of Carmel’s,
but performs significantly worse than the entropy-based method on the
FT collection.

1 Introduction

An inverted index is a data structure that is commonly used to implement in-
formation retrieval (IR) [2]. An inverted index can be thought of as a table in
which the rows represent all of the terms (words) presented in the collection, and
the entries in a row, known as postings, point to the documents containing the
term. It is apparent that for large collections, the inverted index may become ex-
tremely large. Thus, a major line of research focuses on reducing the index size,
which is referred to as pruning. Index pruning can be either dynamic or static.
Dynamic pruning [1] decides during query processing, whether certain terms or
document postings are worth adding to the accumulated document scores, and
whether the ranking process should continue or stop. By contrast, static pruning
[1] removes entries from the index in advance (of any query), therefore reducing
the index size. Static and dynamic pruning can complement each other.

Much of the work regarding static index pruning has focused on developing
various pruning algorithms for either (i) removing less important terms from
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the index [3], i.e. eliminating rows from the index table, or (ii) removing less
important postings from the index [1,4], i.e. sparsifying the index table. In this
paper, we present a new entropy-based approach to prune the inverted index.
Our method is to decide whether all the postings for a given document should
remain in the index. Removing all the postings pointing to a particular document
is equivalent to removing a document from the collection. The decision on which
documents to remove is made according to an entropy-based importance score.
After removing less important documents in a collection, we could still apply
further pruning techniques, such as techniques presented in [1,3,4]. A hybrid
approach incorporating Carmel’s pruning is also described.

The remainder of the paper is organized as follows: Section 2 revisits Carmel’s
static pruning technique. Section 3 discusses our entropy-based index pruning.
The experiments and results are presented in Section 4. The paper ends with a
conclusion and future work section.

2 Carmel’s Static Index Pruning

Carmel et al. [1] introduced the concept of static index pruning and described a
pruning algorithm that removes less important postings from an inverted index.
The algorithm is called top-k pruning, and involves two parameters, i.e. k and ε,
to be described shortly. The procedure [1,3] to select which postings to remove
from the index is performed on a per-term basis. For each term in the lexicon
(vocabulary), the algorithm computes the term’s contribution to the documents
containing the term using the score function of the retrieval system. After that,
the algorithm retrieves the term’s kth highest posting score zt and sets a thresh-
old τt = ε · zt, where ε is a parameter that can be used to control the pruning
rate. Finally, all the postings with scores lower than τt are deemed unimportant
postings, and removed from the term’s posting list.

A variant of the algorithm is called δ-top pruning. For each term in the lexicon,
δ-top pruning removes the postings for which the scores are lower than δ times
the highest score z′t. We point out that the nature of top-k pruning and δ-top
pruning are the same. The only difference is whether the pruning threshold is
determined by the kth highest score zt or the highest score z′t.

3 Entropy-Based Static Index Pruning

The information entropy of a discrete random variable X with possible values
{x1, x2, · · · , xn} is defined as

H(X) = −
n∑

i=1

P (xi) log P (xi) (1)

where P (xi) is the probability distribution function (PDF) of the random vari-
able X . The concept of entropy gives some idea of how random the variable X
is. Consider an example of a two-side coin. If the probability of the occurrence of
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either side is 1/2, the entropy achieves a maximum, simply because there is max-
imum uncertainty (information content) in the outcome of the toss. However, if
the probability for one side is 1/4 and 3/4 for the other side, the value of entropy
becomes smaller. In such case, the uncertainty decreases and the variable is more
predictable.

We consider each term ti in the lexicon as a random variable. The probability,
Pj(ti), of term ti occurring in document dj , where j ranges from 1 to nd (nd

denotes the number of documents in the collection), is given by

Pj(ti) =
tf(dj)
tf(c)

(j = 1, 2, · · · , nd) (2)

where tf(dj) is ti’s term frequency in document dj , and tf(c) denotes ti’s term
frequency in the whole collection c. Under such definition, we have the entropy
of a term ti as

H(ti) = −
nd∑

j=1

Pj(ti) log(Pj(ti)) = −
nd∑

j=1

tf(dj)
tf(c)

log
(

tf(dj)
tf(c)

)
(3)

After the entropy of each term ti is computed, our entropy-based score of
document importance is defined as

S(d) =
1
ld

∑

ti∈d

tf(ti)H(ti) = − 1
ld

∑

ti∈d

⎛

⎝tf(ti)
nd∑

j=1

tf(dj)
tf(c)

log
(

tf(dj)
tf(c)

)⎞

⎠ (4)

where tf(ti) is ti’s term frequency in document d, and ld is the length of docu-
ment d. The purpose of having a denominator ld here is to eliminate the influence
of different document lengths.

We suppose that an important document should normally contain more dis-
criminative terms (low entropy values) than a less important document (after
normalization by the document length). Thus, the lower the entropy-based score,
the more important the document is considered to be. Conversely, a less impor-
tant document is expected to have a high entropy-based score. Our entropy-
based pruning removes all the postings of less important documents from the
index table according to the desired pruning rate.

4 Experimental Evaluation

All experiments were conducted using the LEMUR toolkit [5]. Documents were
stemmed using the Krovetz stemmer [6]. However, note that stopwords were not
removed during the pruning stage. Once the documents have been scored, and
the required number of documents pruned from the collection, the remaining
subset of the collection is indexed with stopwords removed. We use the stop-
word list suggested by Fox [7], which includes a total of 421 stopwords. In our
evaluations, the “title” part and the “description” part of TREC topics are used
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as test queries. In all our experiments, the Okapi BM25 [8] scoring function was
used. Note that the index has global parameters that are set based on the statis-
tics of the collection, e.g. average document length, inverse document frequency,
etc. Since our “collection” changes each time we prune it (remove documents),
some performance variation may also be due to the changes of global index
parameters.

Carmel’s top-k pruning algorithm is used as a baseline. The value of k is set
to 10 as in [1], and the different pruning levels are obtained by modifying the
parameter ε. We use the same measures as in [1], i.e. MAP and P@10, to evaluate
the pruning. The percent of the index is defined as the ratio of the number of
postings in the pruned index to that in the original index.

4.1 Comparison Based on FT and LA Collections

We compared the performance of our entropy-based method with that of Carmel’s
on the FT and LA collections. The FT collection consists of 210,158 documents,
while the LA collection consists of 131,896 documents. For both collections, the
TREC 6, 7 and 8 ad hoc topics (topics 301-450) are used to evaluate the pruning.
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Carmel’s pruning −−−− MAP
Carmel’s pruning −−−− P@10
Entropy based pruning −−−− MAP
Entropy based pruning −−−− P@10

Fig. 1. Comparison of Carmel’s pruning and entropy-based pruning on the FT and LA
collections (evaluated by topics 301-450)

Figure 1 (a) is for the FT collection and shows that when the pruned index
is 70% of its original size, there is little or no performance degradation for the
entropy-based method. In contrast, for the same pruning level using Carmel’s
method, there is a 8.46% degradation in MAP and a 2.40% degradation in P@10.
For all pruning rates, the entropy-based method exhibits improved performance
compared with that of Carmel’s.

Figure 1 (b) shows results for the LA collection. Here we observe that for 85%
of the original index size, the entropy-based and Carmel’s methods have similar
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performance for both P@10 and MAP. However, for further pruning, Carmel’s
methods is generally superior with respect to MAP.

4.2 Hybrid Method

The variation in performance across collections suggests that a hybrid approach
might provide stability across collections. We therefore implemented a pruning
method in which the first 10% of the index is pruned using the entropy-based
method, and subsequent levels of pruning are provided by Carmel’s method.
Thus, for example, for an index with 30% pruning, one third of the pruning is
due to the entropy-based method and two thirds is due to Carmel’s method.
We also considered other relative mixes of the two algorithms. However, space
limitations preclude further discussion.

Figure 2 (a) compares the performance of the hybrid method with that of
Carmel’s for the FT collection, and Figure 2 (b) is the comparison for the LA
collection. In both cases, the hybrid method performs as good as, or slightly
better than Carmel’s method. However, for the FT collection, we observe that
the performance of the hybrid method is worse than our original entropy-based
method. Further work is needed to develop a hybrid algorithm whose perfor-
mance approaches that of the best individual algorithm.
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Fig. 2. Comparison of Carmel’s pruning and the hybrid pruning strategy on the FT
and LA collections (evaluated by topics 301-450)

5 Conclusions and Future Work

Previous static pruning algorithms have removed terms or postings from the
index table. In this paper, we examined an third alternative, which is to re-
move documents from the collection. Documents are selected for pruning using
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an entropy-based score. Experimental results revealed that the entropy-based
method was superior to Carmel’s method on the FT collection, as measured
using P@10 and MAP. However, Carmel’s method was generally superior with
MAP when tested using the LA collection.

The variation in performance across collections suggests that a hybrid method
might offer some stability in performance across collections. The hybrid method
first prunes up to 10% of the index using the entropy-based method. Subsequent
pruning is then performed using Carmel’s method. While a small improvement
in performance is observed compared with Carmel’s method for both test col-
lections, the performance of the hybrid method is worse than the entropy-based
method for the FT collection. Future investigation is needed to develop a hy-
brid algorithm in which the two original algorithms are combined in a more
sophisticated manner.

The entropy-based method removes documents from the original index. Each
pruned index therefore results in a slightly different set of global statistics, e.g.
average document length. Since the retrieval scores are determined, in part, by
the overall statistics of the index, a document present in the original and a
pruned index may have a different retrieval score in response to the same query.
This phenomenon was verified in experiments (not reported here) in which the
global parameters were fixed to those derived from the original index, and used
for all pruned indexes. In future work we would like to better understand this
phenomenon.

We also intend to examine the Web Track of TREC (WT10G) in order to
experiment with much larger collections. In addition, we would like to investigate
whether our method can be adopted to provide a level of dynamic pruning.
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