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Abstract

Relevance Feedback is a technique that helps an InformBttrieval system modify a
guery in response to relevance judgements provided by #reabsut individual results dis-
played after an initial retrieval. This thesis begins bypgwsing an evaluation framework
for measuring the effectiveness of feedback algorithmse Jimulation-based method in-
volves a brute force exploration of the outcome of every issiser action. Starting from
an initial state, each available alternative is represkasea traversal along one branch of a
user decision tree. The use of the framework is illustratetivb situations - searching on
devices with small displays and for web search. Three walhknRF algorithms, Rocchio,

Robertson/Sparck-Jones (RSJ) and Bayesian, are comparnbe$e applications.

For small display devices, the algorithms are evaluatedmunction with two strate-
gies for presenting search results: the top-D ranked dootsaad a document ranking that
attempts to maximise information gain from the user’s cesicExperimental results in-
dicate that for RSJ feedback which involves an explicitdeaselection policy, the greedy
top-D display is more appropriate. For the other two aldpong, the exploratory display that
maximises information gain produces better results. A sgety was conducted to evaluate
the performance of the relevance feedback methods withusesis and compare the results
with the findings from the tree analysis. This comparisonvieen the simulations and real
user behaviour indicates that the Bayesian algorithm, ledupith the sampled display, is
the most effective. For web-search, two possible repratiens for web-pages are consid-
ered - the textual content of the page and the anchor textaefrtigks into this page. Results
indicate that there is a significant variation in the uppewd performance of the three RF

algorithms and that the Bayesian algorithm approachesdsiegdossible.

The relative performance of the three algorithms differethe two sets of experiments.
All other factors being constant, this difference in effe@mess was attributed to the fact
that the datasets used in the two cases were different. Atsa,more general level, a
relationship was observed between the performance of igemak query and benefits of

subsequent relevance feedback.

The remainder of the thesis looks at properties that chetiaetsets of documents with
the particular aim of identifying measures that are prégiaif future performance of statis-

tical algorithms on these document sets. The central hgsaths that a set of points (cor-
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responding to documents) adéficult if they lack structure. Three properties are identified
- the clustering tendency, sensitivity to perturbation #mallocal intrinsic dimensionality.
The clustering tendency reflects the presence or absencatwihgroupings within the
data. Perturbation analysis looks at the sensitivity ofsih@larity metric to small changes
in the input. The correlation present in sets of points issuezd by the local intrinsic
dimensionality therefore indicating the randomness priesethem. These properties are
shown to be useful for two tasks, namely, measuring the cexitglof text datasets and for

guery performance prediction.
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Chapter 1

Introduction

Easy access to computing resources has led to exponentaindsnof information being
generated over the past decade and this trend shows no gigltsvong down. Much of
this information is stored for possible future use, somallgand some for public access.
The networking of systems holding such information, alorithhe establishment of the
required standards, has led to the introduction of the Wafilde Web (WWW). Text doc-
uments are the most commonly found information on the WWW, ghathere is also an
increasing proliferation of other media like images, audideo, etc.

Due to the increasing sizes of these data collections, angeaking access to the in-
formation needs the assistance of automated mechanismsl tatfiat they are looking for.
Information Retrieval (IR) is the area that deals with treragie, organisation and access of
information. The focus of this thesis is the retrieval ofttet information, exemplified by
the many web search engines available today. There hasedsodn increased availability
of applications providing searching capabilities for libcdeld information, e.g. intranet
and desktop search engines.

Such search engines accept a query, representing whatehs isoking for, and pro-
vide a ranked list of potential answers. The goal of the IResyss to maximise the number
of relevant documents in the ranked list as well as making that they are high up in the
ranked list. Thequality of the results is closely tied with the accuracy of the quein
inefficient query is often due to a vague information needdoutd also be because of an
ineffective representation with respect to the informatollection.

Relevance Feedback is a technique that assists in the aitorfanement of the query
towards the goal of obtaining more relevant documents.

In an IR system offering Relevance Feedback (RF), the ussscted to provide rel-
evance assessments for documents in an initial retrieviails iiformation is used by the
system to alter the query such that the revised version is similar to the marked relevant
documents than the non-relevant ones.

First implemented by Rocchio [Roc71] for the SMART Retriesgstem, RF has ac-

quired different forms over the years. Commercial seardines have in the past experi-
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mented with a “More like this” option for the users. In the demic environment, the focus
has been on (explicit, and more recently implicit) labejlimeing provided by the user to
narrow down the scope of the initial search. For example jveheser enters “jaguar” as the

guery, does he or she want information about the car or theeamimal?

There is a vast body of existing literature describing thsailts of experiments designed
to measure the effectivness of adding relevance feedbacketnieval system. However, the
vote of confidence towards RF varies depending on the meddd €or evaluation and the
dataset and the query set considered for the experimentexgmple, Salton [Sal70] and
Robertson & Sparck-Jones [RSJ76] show very significant imgments with feedback on
small test collections. However, Smeaton and van Rijslef§eR83] report no improve-
ments over a wide range of term weighting schemes when uss@lPL test collection.
Salton and Buckley [SB90], in a review of basic feedback pdares noted that, “Collec-
tions that perform relatively poorly in an initial retridvaperation can be improved more
significantly in a feedback search than collections thatipce satisfactory output in the

initial search”.

Even though originally proposed in the context of text eai, relevance feedback has
been more successful in the field of content based imagevat(CBIR) [ZHO03]. This is
probably due to the fact that the time it takes for users tgguan image is much shorter
than for a text document. Due to the success it has receiveBliR, a number of algorithms
have been proposed to work with multimedia content and itiesnan active research topic.
However, this thesis will concentrate on the use of relegdredback in the context it was

originally designed for, i.e., text retrieval.

The standard text test collections, apart from providing@tao$ documents, consist of
a query set and their associated relevance judgementss bd®n observed (e.g. [ACR04,
Kwo05]) that the success of query expansion and pseudaraevfeedback is dependent on
the initial performance of the query. Salton and McGill [SKISn describing the SMART
system note that, “it has been shown experimentally thatetlesance feedback process can
account for improvements in retrieval effectiveness ofa1pa% in precision for high-recall
(broad) searches, and of approximately 20% in precisionci@frecall searches”. Being
able to estimate the difficulty of a query has wider implioas, beyond its relation to RF,
and is currently an active research area. Recent work [CYOBDBRas shown that some

gueries are inherently difficult as dictated by their relatio the data collection.

Text collections contain inherent regularities which ietal algorithms attempt to ex-
ploit. The degree to which such regularities are presenhéndata could provide an in-
dication of the success of future applications that work fia tata. Understanding and
explaining the regularities in the data can point towardtoiia that need to be accounted for
while designing solutions. This coupling between a datasdtthe effectiveness of various

algorithms is reflected in the wide spread of results obthinedifferent teams participating
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in the TREC initiative. Even for a given system, the resuéisnacross the test collections.
This thesis provides suggestions for three specific issaealuation of relevance feed-

back, describing the complexity of a set of documents andycquerformance prediction.
Structure of the thesis

Before describing the original work of the thesis, Chapter®ides a review of existing
literature while also introducing terminology that will ieed in the rest of the dissertation.
After providing a quick overview of text retrieval, the redance feedback process is de-
scribed and three algorithms that will be referred to in e of the thesis are introduced.

Chapter 3 provides the description of a simulation-baseduation framework that is
designed to provide a well-rounded view of a feedback allgors performance. It works
by enumerating the entire space of user actions, theretpuating for every possible user
action. This strategy has the obvious problem of being esipercomputationally and its
application is therefore restricted to domains where ie&sfble. Two such applications are
considered and an experimental comparison of three abgosiintroduced in Chapter 2 is
provided.

Chapter 4 introduces three properties that can be usedd¢algeguantitative properties
of a textual dataset. These are the clustering tendencyitisép to perturbation and the
local intrinsic dimensionality. Four subsets of the TRE@adzollection are compared on
the basis of these properties and a relative ordering ing@frcomplexity (as indicated by
each measure) is then provided.

In Chapter 5, these same properties are used to analysestiieset of a query. It is
then shown that these properties are indicative of the paeince of this query. The ability
of these measures to serve as query effectiveness estinmtben evaluated on a standard
TREC dataset.

Finally, Chapter 6 sums up what has been learned in this gadeand suggests some

directions for building on this work.



Chapter 2

Background

An Information Retrieval (IR) system helps users find infation within a database. It
usually does so by providing the user with a set of documdmizyn as the result set, in
response to a user query. This broad definition of IR can libdurefined into a number of
more specialised sub-fields, which will be discussed shdibwever, before doing so, it is
helfpul to define some basic concepts and terminology.

Each individual element in the database of the IR systemviengthe generic label
‘document’. The most abundantly available form of such iinfation is text documents
and will be the primary focus of this thesis. The text of an #maa single web-page is
an example of a document. Alternatively, the documentsctbalimages, audio, video or
multimedia documents.

Text documents consist of sequences of words. The IR sygferagents each document
using a set of features. Typically, these features are tenmere ‘term’ has been used to

mean one of three things:
1. A word in the document

2. Stemmed words that group together variations of a word (eomputer”, “comput-

ers” and “computing” to the same root which is “compute”)
3. Key words that are identified by automatic/manual prooesiu

The database of documents is called a ‘collection’ and isl#ta source that is going to
be searched during the IR process. A collection could fompta be a personal collection
of emails, a research group’s publications or a very lardlection of web-pages.

As mentioned earlier, the task of an IR system is to retriegetaof documents in re-
sponse to a user’s information need. There is sometimediaalisn made between this
need and its expression (i.e., what the system receivegshvidiknown as a ‘query’. In text
retrieval systems, the query is expressed as a sequenaensf fEhe system uses a scoring
function that associates a numerical value with each dontimehe collection indicating
its relevancewith respect to the current query.

Relevance is a central idea in IR. Mizzaro provides a sur¥¢ledifferent definitions

of relevance found in IR research [Miz97]. Relevance is byurgasubjective, therefore



making it difficult to automatically decide what is relevamd what is not.

Retrieving relevant answers in response to a query is tHeofjted hoc retrieval”, a sub-
field of IR. This thesis focuses on this task because apart freing the most often used
form of IR, ad hoc retrieval provides a starting point forettasks. All IR tasks are likely to
contain an ad hoc retrieval component in the form of havingadch a given document with

a query (which could be another document). Alternative Ifirggs are discussed below.

¢ In the case of ad hoc retrieval, the data collection is coatpealy static, while the
information needs of the users are continually changingelAted situation is where
the information need is constant and the collection is dynamhe task of picking
from a continuous stream those documents that match a ysefite is known as
filtering. With every incoming item, the system has to makéaeice as to whether or
not it is to be delivered to the user. The user provides feddtmathe system, helping it
to refine its understanding of the user’s need. The challenigedesigning algorithms
that deliver maximum relevant information (and minimum fretevant information)

even with limited training data.

e Even though the task is referred to as ‘information’ retaieit is mostly just ‘doc-
ument’ retrieval. The response to a query only indicatespimicular documents
which may contain the information relevant to the query. i@ answering is an
area which is a step towards providing the user with the aatt@mation relating to

his/her request.

¢ In all the above situations, the document and query languagee the same. Cross-
language information retrieval deals with the problem adifig documents related to
a query, regardless of which language the documents wegimailty written in. This

allows multilingual searchers to issue a single query to Hilimgual collection.

e Over the last few years, one form of Information Retrieva received more exposure
than all others - that of searching the World Wide Web. The aizd dynamic nature of
this collection and the fact that it includes a wide range eflia types makes searching
it a challenging task. Due to the unrestricted manner in whieb pages are created,
there is likely to be an inconsistency in the style of the alctiontent (text) in the
pages - this is the reason why retrieval techniques for walrheare tailored to take
advantage of any available side information obtained frbmdtructure of the web

itself.

o If the aim is the organisation of digital information, cld&stion and clustering are
two important methods used to this end. While semantic latxatsbe attributed to
the documents by the use of trained classifiers, clustergstbring out the inherent

structure in the dataset.

16
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2.1 Components of an ad hoc retrieval system

Central to the operation of a retrieval system is being ableompare the query with each
document in the collection. This is achieved by way of a sgpfunction, the input into
which is a representation of the documents and the query.paheulars of the scoring
function and the representation of the documents depentheartrieval model being used
(discussed in Section 2.2). Conversion of the query, frenmput form to its representation,
is performed online immediately after being entered by ther.uFor the documents in the
database, the conversion is typically an offline processishzerformed once (or at regular
intervals for changing collections).

Consider a collectio® containingN documents and’ unique terms. Each document
in this collection is denoted hby; and computing the representation for edgls a one-way
mappingd; = d;. Thed; in its original form is a sequence of words. The represematj
can be seen as a sequencé& afeights which correspond to the degree to which each term

characterises the document.

If each document in the collection is seen as a sequence ghtgethe collection itself
can be represented as a term-document matrix where the iantoyv j columni is an
indication of the importance of termhto document.. Populating the individual entries in

the matrix is dependant on the particular retrieval modeidased.

Once the pre-processing step is complete, the system ig teadcept user requests. A
user submits a query to the system which, after an apprepec@iversion to its represen-
tation, is compared against every document in the dataatigie This produces a ranking
that indicates the potential relevance to the query withudwmts achieving higher scores
placed closer to the top. Using a threshold, either in terinsimimum score with respect to
the query or a fixed number of desired results, the top fewingntocuments are identified
as the result se.

The result set is a list of candidate documents that areylikehddress the user’s query.
A subset of the retrieved results are next returned to theimsige form of a displayed sé.
The size ofD is dictated by constraints such as physical size of thealyspker preference,
etc. ConventionallyD is constructed by picking the top ranked documentS.of

The term ‘search’ is used to describe one query-rankingtalyscycle. By examining
the documents i, the user might find what he/she is looking for. The user'sybeing
successfully addressed indicates the conclusion of themiuisearch session’. However,
due to various factors, the displayed set is likely to cantamixture of relevant and non-
relevant documents.

Unsatisfactory results may lead to the user entering annaltiee modified query. A
level of interactivity is sometimes included as part of thstem design to help in this query
reformulation process. This technique is known as Reley&eedback and will be the pri-

mary focus of this thesis and a separate section is devottrb tdescription of its various
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Figure 2.1: Information Retrieval

elements. It is hoped that the new query will produce a nedtiget that contains more rel-
evant documents (and fewer non-relevant). This iteratieegss may continue for multiple
cycles, the session ending with either a successful seatble aiser giving up.

Figure 2.1 provides the main components of an IR system ftioadetrieval.

2.2 Representation and Models

As mentioned in the previous section, comparing a documéht avquery requires both
to be represented in a compatible form. A scoring functionsied to assign to each doc-
ument in the collection a value reflecting its relevance wétspect to the current query. A
few standard alternatives for choosing the representatidrscoring function are described
below.

It is common practice to use terms as the features to desddbements. To do so,
each document needs to be individually parsed. Tokens,hwdmie strings separated by
whitespace or punctuation, are extracted by the use of edleanalyser. This step, known
as tokenisation, also converts strings to lower-caseaetgrany meta-data that might be
attached to the document and helps identify other elemiketsiumbers, email addresses,
etc.

After a document has been reduced to a series of tokens, stgnoem be applied. This

is the simplest example of morphological analysis and we®istripping the suffixes from
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words in order to reduce variants of a word to the same roohdso reduces the number of
unique tokens seen in the collection and has been shown t@waperformance [Hul96].
The most common stemming algorithm is the Porter stemmeaB[ROThis stemmer uses a
long list of rules, hand-crafted for the English languagkiol successively removes com-
monly occuring suffixes. A commonly used criticism of theteostemmer is that the output
terms are not necessarily valid English words. Alternagensters include the rule-based
Lovins stemmer and the dictionary-based Krovetz stemmer.

The output of the stemming algorithm are the terms which aeglas the units for repre-
sentation. Richer representations can be achieved by ¢hef msitural language processing.
Linguistically motivated features include phrases (agunius words in the document), part-
of-speech tags, etc. These features have had limited suanestherefore are ignored for
the rest of this thesis.

The next step is one of feature selection - picking a subgetofs that effectively repre-
sents the documents. A dictionary is constructed contgialithe unique terms seen across
the collection. The elements of this dictionary are arranigedecreasing order of number
of occurances in the collection. Zipf’s law in its origina@rin states that in a collection of
natural language documents, the frequency of a word is selgiproportional to its rank
in the frequency table [Zip49]. Terms that are very frequesross the collection are un-
likely to have any significance as they do not have any disodtory value in identifying
a document. Such terms, known as stop-words, are usualtyidumal words (prepositions,
conjunctions, etc.) in the language and are removed frorditti®nary. At the same time,
terms that are extremely rare across the collection ared#posed off as noise (e.g. typos).
The features (terms) required to represent the objectsifdents) have now been identified.

The terms can be considered to be features or attributes dioituments and there are a
number of ways to assign values to them. Along with the sgditimction used to compare
a query to a document (or in fact one document to anotherjyéighting scheme is defined

by the retrieval model being used. Some standard modeldsmesded below.
Boolean Model

Every document]; in a collection withT' unique terms andv documents can be seen
as a vectord; = (d;1, d;2, dis,.., d;7). If the elements odd; are Boolean, i.e., 0 or 1,
indicating the presence or absence of the word in this dontniteis called the ‘set of
words’ representation.

A user query is expressed in the form of a few select termseaxied by Boolean op-
erators (e.g. logical AND, logical OR). Precise queries bardifficult to formulate and
therefore most systems use a default connector betwees {g&rpically AND). Since we
know which terms are present in each document, the scorimgfiun for this model in-
volves evaluating a series of set operations, finally produa result set, every element of

which satisfies the given Boolean query.



2.2. Representation and Models 20

One drawback of this model is that since it uses set-basettifuns, the output will
not be a ranking. This becomes much more of an issue when datgeof documents are
returned, with no mechanism to differentiate one from theptn terms of potential rele-

vance.
Vector Space Model

If a term occurs multiple times in a document, it indicatesrameased significance of
this term to this document. A binary representation will Io@lble to reflect this. Making
the weight for terny in document a function of the number of occurances of the terrd;in
(i.e., the “term frequency”) is the simplest form of a weiggthtepresentation. This is known
as the ‘bag of words’ representation because positionatrimdtion (“where does this word
occur in this document?”) is still discarded.

How important a given term is to a document is not only depehda how frequently it
occurs in the document, but also on how frequently the tercniscacross the collection of
documents. The inverse document frequency (idf) of a tertimeiseciprocal of the fraction
of documents in the collection that contain this term. Carinlg the idf with the term
frequency (tf) leads to the tf-idf model.

Terms in longer documents are likely to have larger termueagies. In order to prevent
this bias towards verbosity, the term frequency is norradllsy the length of the document.
The ‘length’ can be measured in a variety of ways, e.g. nurob&rms in the document,
number of characters, maximum value of term frequency fisrdbcument, etc.

As in the Boolean Model, each document is representeadt as(d;1, d;2, d;s3,.., d;T).

The weightd,; of termj in document is most commonly given by

t;; is the number of times termi occurs in documend; andl; is the length of the
document, together comprising the ‘tf’ componen&.is the number of documents in the
collection andr; is the number of documents in the collection in which wgrd present,
making up the ‘idf’ weighting.

Alternative weighting schemes exist, but they work on theegeneral principle - that
of assigning a weight;; which indicates the contribution made by tejtowards document
d;. Salton and Buckley investigated a range of weighting seseamd the results are shown
in [SB88].

By using one of the weighting schemes, each document becemasint in 7-
dimensional space. The query can also be thought of as aipdint space. The scoring
function used for retrieval now reduces to associating ssmesof proximity from the query
to each document. For text retrieval, the commonly used uneas the cosine dot product.
Normalising the vectors with their vector lengths leadsrtih vectors such that the inner dot

product between two such vectors gives us the cosine of tjle &etween them. It should
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be noted that the length is different from theused in Equation 2.1. The vector length of a
documend; is given by, / Z] 1 ” The cosine similarity between two documed{sand

d; is given by
Zk 1( ik dJk)

SLa 5L

The larger the value of the cosine product, the more smhbtvlvo vectors are. The measure

cosine(d;, d;) (2.2)

can be used to compare either two documents or one docuntetii@query.

The Vector Space Model(VSM) thus represents each docunseatvactor in a term
space of very large dimensionality. The axes of this spaeeaasumed to be orthogonal,
thus representing an independence assumption for the.t@trissis obviously a simplifying
assumption as correlations exist between terms. Earlyrpdpay. [WR84] and [WWY92])
provide discussions about the VSM. Due to its simplicity padformance that is compara-
ble to most other models, the VSM remains a convenient fraorieim which to perform IR
research. The VSM does not have parameters that need todkftureach collection thus

making it more favourable.
Probabilistic Model

The root of the Probabilistic Model of IR is the notion reievance which is assumed
to be a binary variable. Given a documehtand a query, the quantityP(R = 1| d;, q)
represents the probability of relevance conditioned orgtheryq and the given document

d;. Using Bayes' rule, this quantity is modified as follows:

P(di|R=1,q)*P(q|R=1)

P(R=1|d;,q) = 2.3
(R=1]|di.q) ENEY (2.3)
Similarly, the non-relevance givety and queryq is given by

P(di|q)
The Probability Ranking Principle [Rob97] suggests thatrdmking of documents pre-
sented to the user should be basedR{R = 1|d;,q). In practice, the log-odds ratio
log(O(R| d;,q)) is calculated. Calculating the odds of relevance for theygyeand doc-
umentd;, O(R| d;, q), also makes the practical task of implementation simpleabse it

negates the need to calculate the potentially complicaterkssion of document likelihood
P(R=1]|dj,q

(P(di] q)).
log (O(R| di,q)) = log (P(O|dlq§)
- P(di IR=1,q) Pla.R=1)

R
1=bik
= log (H pk it pk))1_bik> + log (igg’g 8) (2.5)

klpk : p, ’

where

b;; is a Boolean variable which iswhen termk is present ind; and0 otherwise
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K is the number of terms in the query
px IS the probability of ternk occuring in a relevant document
P, is the probability of ternk occuring in a non-relevant document
Using the presence or absence of a term in the document tolai@che probability
follows from the Binary Independence Model [RSJ76]. Muindependence between terms
is reflected by the fact that the probability can be calcdlats the product of individual

probabilities arising from each separate term.

K bik 1—bik
*.(1 - : P(q,R=1
log (O(R| di,q)) =) _ log (;’“b Uop) ) + log (<q

)
k=1 Ly (1 _Bk)liblk )
K K
B - 2 b e log | L2 Pk o PlaR=1)
K 1_— =
:Z bii, * log (pkgl—zz > + Zlog( k) + log <m> (2.6)

The second and third terms in the above equation are indepenfithe document and

are therefore going to be constant for the collection (g&egrarticular query) and can thus
be ignored when producing a ranking.

log (O(R] ds,q)) Zb’k x log (pkgl _zk;> (2.7)

If the collection containgV documents of whichy;, contain termk, andng have been
labelled as being relevant to the current query of whichontain the ternk, p, andgk can

be approximated as follows:

& p e TR (2.8)

Substituting these values, we get

2.9)

N —np—
log (O(R|di,q)) szk*log( L nk+rk>

ng — Tk nRrp — Tk

The log term provides a weighting for each query term. Theutation of this weight
ofcourse relies on the existance of a labelling of relevaiudhents (see Section 2.4.3 on
the Robertson/Sparck-Jones feedback algorithm). It has heted in [Rob04] that in the
absence of this information, the expression reducésgt(éNn;k"k), which is very similar
to an idf weighting.

The Probabilistic Model of IR was championed by the Okaptesysf RWHB™95]. For
ranking documents with respect to a given query, the systad the following weighting

scheme:

(ri +0.5) (N—np—ng+rk +0.5)> (2.10)

w = lo .
k g ((n;C —r; +0.5) (ng — 7 +0.5)
which is the same as the original weight, with the additioa agbnstant, 0.5, to ensure that

none of the values are 0. For scoring, the BM25 function islwgeere the term-frequency
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of a termk in documend; is combined with the above weight using the combination

wy, * (“) where K = K1((1 —b) + ) (2.11)

to + K¢

tir is the number of times terr occurs ind;, [; is the length ofZ; while L is the average
length of documents in the collectiohand K'1 are constants that control the non-linearity
of the final score’s dependence on the term frequency anchtlertiiength and are param-

eters tuned for a given collectionis another parameter of the system.
Language Modelling

The language modelling framework [Pon98] is a compariivedwer model that is gain-
ing in popularity due its better performance in most taskare-ieach document is assigned
a language model which is a probability distribution overtérms. Rather than deal with
the issue of relevance, this model produces the rankingeaddicuments based on the prob-
ability of generation of the query from a document’s model.

The reasoning behind the Language Model is that the user pagieular document in

mind and generates a query from this document. The quahtidy, q) is then calculated as
K
P(d; H )+ AP(k|d;)) (2.12)

which denotes the probability that the current documgris the one the user had in mind
when generating;. The number of words in the query is given B§. P(k|d;) is the
probability that the document will generate tekmin practice, this probability is replaced

by its maximum likelihood estimate:

i
P(k|d;) = ST (2.13)

A term & not present in the given documenhtwill have t;;, = 0 leading toP(k |d;) = 0

This problem is precluded by introducing a smoothing patame that allows terms to
come from a general language model. One way of doing thisykras Laplace smoothing,
involves having a pseudo-count for each term’s presencalocament 4;;, = ¢ if it does
not exist in the document arig, = ¢, + ¢ otherwise.

When the similarity between two documedtsandd; is to be calculated, the Kullback-
Leibler (KL) divergence [CT91] is used. The KL function isethelative entropy between
two probability distributions. It i$) when the two distributions are the same and positive

otherwise. For the case of two documedi{sandd;, the “distance” is given as follows:

T T
==Y P(k|dj)log (P(k|d;)) + > P(k|dj)log (P(k|d;))  (2.14)
k=1 k=1

whereP(k |d; ) is the probability of the language model@f generating ternk.
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2.3 Evaluation

As has been shown in the previous sections, there are vaaltersatives for each com-
ponent of an IR system. In order to make a comparison betwikematives, objective
measures of effectiveness need to be identified.

Criteria that evaluate the scalability of the system is dasscof evaluation measures.
The average query response time, for example, is a criticglgoty for large scale retrieval
engines that could potentially face very many simultanames requests. The size of the
representation the system uses (along with any auxillatey stauctures the system needs to
maintain) is also an important factor. The representatianiy case should be much smaller
than the data collection itself.

The Cranfield model [CMK66] defines a methodology for compgudifferent IR sys-
tems on the basis of their ability to retrieve informatiotevant to the query. The process
begins with the construction of a standard common datact@le against which retrieval
is performed. A set of queries is constructed which acts abstisute for real user queries.
Assessors are recruited to provide relevance judgemeattentip each query to a set of rele-
vant documents in the collection. Competing algorithmesteys issue the provided queries
to the standard dataset and use their specific methodologrothuce a result set for each
query. The larger the number of relevant documents (asrdeted by the assessors) in the
result set of each query, the more effective the retrieval.

Given the result s&f for a queryq with relevance judgemenis the set-based Precision
and Recall measures are the most common metrics used to raedfactiveness. Recall
measures the ability of a retrieval system to display alféevant documents and precision

reflects the ability of the system to display only the relé\dotuments.

Number of relevant documents in S

Precision =
Total number of documents in S

Number of relevant documents in S
Recall =

Total number of relevant documents in J

Each query can thus be associated with a precision and kedaé on this collection.

In situations where a single metric is preferred, the F-meais sometimes used.

F_ 2 x Precision * Recall

Precision + Recall

which represents the harmonic mean of the precision ancetiad r

The precision-recall values can be calculated for eaclvithail query, but in order
to establish the performance of a retrieval system, it néed® evaluated over a (large
enough) set of queries. Performance of systems is sometigpested in the form of a
precision-recall graph. As can be expected, there is a-wédeetween the precision and
recall for a query - increasing one leads to a drop in the offtegrefore, the precision-recall

graph is typically monotonically decreasing - as recaltéases, precision decreses.
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To be able to generate the precision-recall graph repiiegenterage effectivenesser
a set of given queries, a method for aggregating individualy effectiveness needs to be
defined. Since the number of judged relevant documentssvioteeach query, averaging
across queries is done by interpolating precision valuesget of standard recall levels (0
to 1 at intervals of 0.1). The interpolation rule is to asateieach standard recall level
with the maximum precision obtained for this query for antuatrecall level greater than
or equal tac.

Consider a result sé& that contains:z relevant documents, each at ramk1 < ¢ <
ng. For the set of documents starting from rank 1 upto (and dioly) the relevant docu-
ment ata;, calculate the precisiorPfecision(a;)) and recall Recall(q;)) at eacha;. The
interpolated precision at a standard recall levisl given by

Interpolated Precision(c¢) = Max(Precision(a;)) such that Recall(a;)> ¢

The precision-recall curve is then the plotloferpolated_Precision(c¢) Versus c for
0<e<1.

A measure commonly used as a summary for the quality of vedr@ver a set of queries
is the Mean Average Precision (MAP). The Average (non-aked) Precision for each
query is calculated by taking the mean of the precision scafter each relevant document
is retrieved.

Average Precision = é > Precision(a;)

The MAP for a set of queries is the mean of the individual agenarecision values.

Another precision-oriented measure is th@10 which calculates the precision after
10 documents have been retrieved. Since most practicavatscenarios require that the
top-few results contain the relevant documents, this nreassks how many of the top 10
documents are relevant to the query. The particular chdiceteoff, 10, is quite arbitrary
and the precision at other thresholds (5, 100, etc.) arecalssidered.

All the measures described above were quantitative essradtretrieval effectiveness.
However, the end aim of a retrieval system is to satisfy ther'sisnformation need and
therefore it is important to consider the user during ev@dna This is typically done by
way of user trials wherein qualitative, and often subjegtproperties of the retrieval system
are measured. By their nature, such trials tend to be timstoning and expensive but at

the same time are indispensable at some stage of the prdestam development.

2.4 Relevance Feedback

Users decide what constitutes “good performance” for aenett system. Since relevance
is subjective, it is difficult to design retrieval functiotisat work across different users in
different contexts. But, what makes relevance especiéfiicdt to assess is that a user’s
need can change for every search and sometimes during & seasion.

In an ideal retrieval system, the response to a query wouiddat of documents that are

relevant to the query, and nothing else. In actuality, ddjpenon the quality of the initial
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guery, many documents may be retrieved but few may be releVBelevance Feedback”

is the collective term given to a wide range of technique¢ #tempt to address these
issues by keeping the user involved (either actively oripalsg in an interactive session of

information seeking.

Conceptually, most of the systems that involve user Relav&eedback (RF) can be
described by a three-phase iterative process as depickegure 2.2. This iterative process
may begin with an initial query to the ranking engine, as diggi, or by a display of some
selection of documents generated by the system itself. &ddbiack process consists of the

following components:

1. Picking the display - In a system that includes RF, the Edbouments displayed to
the user at any given time serves two purposes. Firstly, teensare that the user
finds what he/she is searching for, this selection needs thb®en so as to maximise
the likelihood of containing the desired information. Aetame time, if the required
information is not found, any feedback indicated througblevance labelling of doc-
uments in the displayed set needs to be most informativeasytem in terms of
reducing future search effort. These possibly contrastings mean that sufficient

thought needs to be spent on this aspect.

2. Feedback interface - Depending on theeof feedback desired of the user, the inter-
face should be designed appropriately. Documents in thpdegisd set can be labelled
with relative or absolute relevance judgements which in ttan either be Boolean or

on areal scale.

3. Re-ranking based on the feedback - Depending on the plartifeedback algorithm
being used, the relevance information provided is used tiatgpsome internal state
of the system which then produces a fresh ranking of the deatsrin the database.
This ranked list is then used to pick the next display of doents to the user. And the

process repeats.

Despite the similarity of RF with Active Learning [Lew95] @@ growing body of work
in the semi-supervised learning area of machine learnirgguestion of picking feedback
examples has received surprisingly little attention ierbture. Conventionally, the top few
ranked documents in the result set are used as the display set

Considering that users may not be forthcoming in terms ofigiog feedback, the main
restriction on the design of the interface is that it shoiddab simple as possible, from the
users’ point of view. This means that typically Boolean jadgents about the relevance of
the displayed items is elicited, even though it is recoghtbat relevance is not a binary
quantity. Recently, there have also been efforts towamgésign of systems which capture
factors describing the behaviour of the user (e.g. timetsmaing a document, scrolling
to the end, etc.) and interpret them as being implicit feeklxaformation.

Traditionally, it is the re-ranking that has received thesinattention. For feedback
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Figure 2.2: Relevance Feedback

algorithms dealing with text, any information provided bgtuser is used to alter the stated
information need, i.e., the query.

The first component of the query reformulation process isygiegem re-weighting. Rel-
evance information gathered from the user is used to adijasttative importance of terms,
based on their occurance in the documents labelled relavaihhon-relevant.

The second component is that of query expansion. The inmjtiaty as provided by
the user may be an inadequate representation of the usermation need, either in itself
or in relation to the representations of the documents. #asy that a longer query is
more specific, the idea is to supplement the initial querynaiditional terms that help in
retrieving other relevant documents.

A situation discounted in this thesis is where the user,atisfied with the retrieved
results, manually issues a new query with additional (amdetimnes deleted) terms. Some
systems use knowledge-based mechanisms where outsides¢eug. ontologies, thesauri)
are used to append additional terms (e.g. synonyms) to itied ojuery in the first round of
retrieval itself. “Relevance Feedback” only concerns tfeepss where the set of documents
returned by an earlier retrieval are examined to provideshs to candidate supplemental
query terms. The degree of user involvement in the identifinaof terms to be added
defines a spectrum of RF technigues.

On one end of the scale is Interactive Query Expansion (IQHpistics from the dis-
played set and the data collection as a whole are used to@nchdate terms/phrases, which
are then provided as part of the user interface. Some subgets® are chosen by the user
to be the new additional terms. This expanded query thercesla new ranking on the data
collection from which the next display is picked.

An alternative to IQE is Automatic Query Expansion (AQE) wh¢he chosen terms,

rather than being displayed to the user, are automaticdtig@ to the query. In the case
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of the vector space model, the updated query contains alletimes present in the rele-
vant documents (see the Rocchio algorithm below). In théaidistic models, the terms
seen so far are ranked on the basis of some criterion, an@phfew are chosen (see the
Robertson/Sparck-Jones algorithm).

Diametrically opposite to IQE on the scale of interactivitgythe practice of pseudo-
relevance feedback [CH79]. The assumption here is thatdents ranked high in an initial
retrieval are relevant by default. The system uses the tokinmg documents as positive
examples without the user explicitly labelling them. Theramked list produced by the
RF algorithm is used to pick the first display set presentati¢auser. The success of this
method obviously relies on the presence of relevant doctsriggh in the initial ranking

and is sometimes appropriately referred to as “blind relegdeedback”.

2.4.1 Justifying Relevance Feedback

After 30 years of research in Information Retrieval, evemlibst system has limited recall.
A few of the relevant documents, but not all, are retrievedesponse to the intial query.
Users are still unsure of the best way to formulate an ingfigdry to a search engine. It is
fair to assume that the majority of users start with a simplerg and then react to what the
system does.

Researchers have experimented with various algorithmstermine the most success-
ful formula for calculating relevance feedback. While theadle of their experiments vary
depending upon the methods tested, one result remainsstamtsi an improvement over
baseline searching is seen if relevance feedback is inglude

Defining the degree of interactivity required to producetdretesults is an active re-
search topic. This question has been extensively testédrespect to query expansion in
particular. As mentioned in the earlier section, in automgtiery expansion (AQE) the
system uses a pre-defined criterion to add terms to the quéoyebproducing the revised
results. The users are unaware of the query expansion.eimative query expansion (IQE),
the users have some control over which terms are added.

Three types of interfaces are possible for an interactitreex@l system using relevance

feedback:
1. Opaque - The feedback process is a black box
2. Transparent - The terms added to the query are displayearasf the interface

3. Penetrable - The list of candidate terms are present tosiewho can choose which

ones they want added to the query

Koenemann and Belkin [KB96] conducted an experiment in tvimovice users interacted
with the system through each of these interfaces. Despitgeluctant to fully use the
control provided by the penetrable interface, the userbisfdystem did the best overall.

Similarly, Anick [AniO3] notes that while interactive relence feedback is seen to be
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effective, the practical aspect of implementation is difidecause users are reluctant to
make the document relevance judgements. Given users'taeke to interact, retrieval

systems are typically less interactive and allow the coenpiatdo most of the work.

Many of these problems may be alleviated by the use of impfe@dback indi-
cators [WRJO02]. Instead of requiring the user to provide iekpjudgements about a
document’s relevance, substitute features like docuneading time, mouse movement,
scrolling, etc. are used asterest indicatorswhich provide evidence of relevance. Such
features are likely to be less accurate than explicit feekidaut provide an alternative mech-

anism that is sensitive to user behaviour.

Without making a distinction between explicit and impligiedback, the question is, can
the effect of adding feedback to a retrieval system be estitheonclusively? The aim of
this thesis is not to present a new algorithm, but it is to fidgthe situations (as described
by the properties of the retrieval process) when a feedliacktion is likely to be beneficial.
Most studies of feedback have reported positive results tlais sort of exploration of the
factors affecting the success of feedback could lead toekigd of algorithms that use this

information more efficiently.

A comprehensive review of relevance feedback can be fourjHan92] and [SB90].
A survey of the use of relevance feedback in information seystems is provided in
[RLO3]. In the next section, specifics of three RF algorittarsprovided. The Rocchio and
Robertson/Spack-Jones algorithms were chosen as refatigen of the vector space and
probabilistic models respectively. Both these algorithirage been in use for text retrieval
for many years. In contrast, the Bayesian algorithm desdrtiere was originally designed

for content-based image retrieval.

2.4.2 The Rocchio Algorithm

The Rocchio relevance feedback scheme [Roc71] is used ijurettion with the term-
frequency inverse-document-frequency (tf-idf) représton where documents and queries
are represented as vectors of term weights and similantessured by the cosine distance
between these vectors. A document is a vedtor (d;1, d;2, d;s,.., d;7) whereT is the
number of terms across the collection. A query (g1, ¢2, gs,--, qr) is defined similarly.

A weight is associated with each term in the query. The weigin¢ similar to the term-
document weights and indicate the importance of each terthea@uery. The evidence
provided by the user (in the form of relevance judgements}éi to specialise the relative
weighting of the query terms to this particular session. dbeuments and queries are

normalised for length by setting

i q
di’ = m and q' = Tal where ||x|| =
1
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The similarity score between documeljtand queryy is then given by the cosine similarity

as given in Equation 2.2.

T
di. -
SCOT€rocchio (diy q) = Zk:l ( il qk) (215)

YL /el e

The Rocchio algorithm takes a dRtof relevant documents and a §&bf non-relevant

documents (as selected in the user feedback phase) an@sipiiaguery weights according

to the following equation:

ZT'GR d'r‘k + ’YZPGP dpk:
nr np

wh, = awy, + (2.16)

wherengr andn p are the number of relevant and non-relevant documentsaiasglg.

The parameters, 3, andy control the relative effect of the original weights, thesxglnt
documents, and the non-relevant documents.

Rocchio is provided here as an example of an algorithm usedrjunction with the
vector space model. Two variations of the query update ftanmu(2.16) are described by
Ide in [Ide71]:

Ide: wy = awg + B d +7)_ dyi (2.17)

reR peP
This is the same as the Rocchio formula without the norntadiss.

Ide Dec — Hi : wj, = awy, + ﬂz dri; + VP, (2.18)
reR

P,. is the weight of ternk in the highest ranked document labelled as being non-nefea
Experiments by Ide indicate that the Dec-Hi method provhEst improvements in retrieval

effectiveness.

2.4.3 The Robertson/Sparck-Jones Algorithm

The Robertson/Sparck-Jones algorithm [RSJ76] is usedijurotion with the probabilistic
model of information retrieval. The terms in a collectioe ail assigned relevance weights
which are updated for a particular query whenever relevantichents are identified. Ini-
tially the relevance weights are given idf-based values,vikight for termk is given by
wy = log(N/ng), whereN is the total number of documents in the corpus apds the
number of documents containing tekm A documentd; is assigned a score against query
q based on the relevance weights of the query terms occurriagéh document.

(K1 + 1)ty
K1((1 —b)+ 25) + ¢

scoresi(di, q) = Z

keq

* Wy (2.19)

where t:1 is the number of occurrences of teknin documentd;
K1 andb are parameters of the algorithm
l; is the length of document;
L is the average length of all documents in the corpus

This is the same as described in Equation 2.11 with1.
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Documents are then ranked in descending score order. Hicelbcuments are flagged

as relevant, the relevance weights are updated as giveruiatibg 2.10 as follows:

wr — 1o r, + 0.5 N —np—ngr+ry+0.5 (2.20)
k & ng —ri + 0.5 ng —7r + 0.5 '

where
r, IS the number of relevant documents containing term k
N, ng andn, are defined as before

In addition to updating the relevance weights, the reledmmuments are used to se-
lect new (or additional) query terms according to some Goitethat relfects their poten-
tial utility. This feature selection component of the feadk algorithm results in query
expansion. Many term selection methods have been proposgkdhg probabilistic re-
trieval model [SJWRO0OQ]. The offer weight, sometimes reféie as the Robertson Selec-
tion Value (RSV), is one such example. This offer weightfor a termk is given byo, = r,

* wy, wherer, andwy, are as defined in (2.20). The quanttyis a measure of the potential
utility of term k as a candidate query expansion term. All the terms are ranldgtreasing
order of their offer weights and the top terms are used asop#ine subsequent query. How
many such terms are to be chosen per iteration is anothenpterof the system.

There have been other attempts at defining feature selectthods, but the general
consensus is that they all provide equivalent performamt¢erms of retrieval effectiveness
across a range of different queries. In [Eft93], Efthimgltioked at six different ranking
algorithms for the case of IQE and attempted to measure tleeagent of real users with
the list of suggested terms provided by the algorithm. Tkealts indicate that even though
there are sometimes differences in the terms selected feyetit algorithms, the resulting
improvement in retrieval performance and user satisfastih the provided options are all
comparable. The encouraging fact was that given a rankieaf ligptions, the terms scoring

high according to the selection criterion were almost abvidne ones the users chose.

2.4.4 The Bayesian Algorithm

The Bayesian relevance feedback algorithm was first prapfisea Content-Based Image

Retrieval System called PicHunter [CMNDQ]. It is assumed that the user is searching for a

particular data iterd;;, known as the user’s target document, that is present iroflection.
The recursive probabilistic formulation associates withrg document, at each iteration,
the probability, P, of documentd;, being the target documend,;. This probability is
conditioned on all current and past user actions and therkistf displayed documents,
which collectively is denoted byZ,. The concept of a current quenry, is not explicitly

present in this formulation. Thus, at each iteration, theudeoent rankings are given by

Scorebayesian(di): P, (dl =duy |Hz)

= P, 1(d; = dy |H._1) * G(d;, R) (2.21)

31



2.5. Evaluation in Interactive IR

where P,_ is the document’s probability in the previous iteration

R is the set of documents marked relevant in this iteration

(sim(di,dr)>

exp | SRS

G(d”R) - H sim(d;,dj) sim/(dj,dy)
r€R D ((jeD)and(j¢R)) P "o ) Texp (T

whereD is the displayed set afg is the set of documents labelled as being relevant in this

(2.22)

iteration.

The term simg, y) computes the similarity of documesrtwith documenty, which for
textual documents can be taken as the cosine dot productdffiéctors normalised for
length. The tuning noise parameters set according to the specific dataset. The algorithm
works by increasing the probabilify. (d; = dy) of documend; being the target document
if it is closer (according to the cosine similarity) to docemts that have been marked as
being relevant in previous iterations.

While the Rocchio algorithm was designed explicitly for trector space model and
the RSJ algorithm for probabilistic retrieval, the Bayes#gorithm is purely a relevance
feedback algorithm that is independent of the retrievalhmétused. The choice of the
cosine dot product as the similarity measure however makeesser to the vector space
model. While other similarity measures (e.g. the BM25 ragKimction) can be used, the
cosine product has many desirable properties includinggdebunded betweghand1.

The difference between the Bayesian algorithm and the Roaid RSJ algorithms
is the absence of a query. User feedback, in the form of aaetdon-relevant labelling,
is utilised to update the probabilities, but there is no ‘guexpansion”. The update of the
probability over the documents in the collection is depemda the similarity metric, which
implicitly uses all the features. The initial query is usedprovide a starting probability
distribution across the documents in the collection. Alatively, the system might start
with a prior distribution biased towards mopepular elements. It should be remembered
that no document should be given @nitial probability (even if it does not contain a single
query term) because it would then never have a non-zero pildparegardless of any

relevance information that is subsequently provided.

2.5 Evaluation in Interactive IR

This section discusses only the quantitative measuresddffectiveness of an interactive
retrieval. Other measures, which typically can only benested by exhaustive user trials,
would need to consider the users’ experience of the interfatbbe amount of interactivity
exposed to the user and the ease with which the various é&satan be exploited to benefit
the user are subjective qualitative quantities that witllm@dealt with in this thesis.
Designing experiments that reflect the true potential (aghlight the inadequacies) of
the interactive algorithms has received much attentioRihiterature. Early papers dealing

with this subject (e.g. [HW67]) stressed the need for cautiban using precision and recall
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directly for interactive IR evaluation. At the heart of thplem was the understanding that
documents labelled as being relevant (i.e., the ones ugbd RF cycle) will necessarily be
retrieved again after feedback, and normally will occupyhleir ranks. Since the user has
already evaluated the documents involved, this improverisenot particularly important

and it is the position ofinseen relevant documents that is important.

As an alternative, a method known asezing was suggested [CCR71]. A set of doc-
umentsD is displayed to the user, who then provides relevance irdition for elements
of this set. After re-ranking, a new display d8tis produced, which does not contain the
elements oD. Precision and recall statistics are calculated on theatenation oD and

D. Williamson in [Wil78] provides the reasoning and the effeaf freezing.

Testing along the lines of the training/test set divisioagehalso been proposed. The
given collection is split into two groups, the control andttgroup. Documents for RF are
taken from an initial retrieval on the test group and the rfiediquery is issued against the
control group on which the precision-recall statistics emkeulated. However, without an
even representation of relevant documents in both the sliketions, the measures calcu-

lated run the risk of being unrepresentative of the actudbpmance.

A technique known as “Incremental Feedback” [Aal92] hasnq@®posed which has a
twin advantage of not only exposing a very simple interfacthe user, but being simpler
to evaluate. The interface displays a single document at éteration, which the user
then labels as being relevant or not. The information is thesd by a standard feedback
algorithm to produce a fresh ranking. Previously judgedvaht documents are maintained
as part of the interface. Ttsearch efforis represented by the number of judgements made

by the user and is used as a criterion for evaluating the lismdfieedback.

Evaluation based on the Cranfield model does not transfgr easily into situations
where interaction, of varying complexities, are part of $ggstem. Simulation-based meth-

ods for evaluation have been proposed as an alternative.

To test the effectiveness of the probabilistic re-weigitiormula, which is based on
feedback from the user, Sparck-Jones used a few relevamtamts to estimate the weights
and measured its effect on the remaining documents [JodT8%.can be seen as an early
simulation-centred experiment to evaluate pseudo-retayéeedback. To measure the ben-
efits that interactive query expansion could offer, Harmiamukated agood selectiorof
expansion terms by making a reasonable approximationhiratandidate terms will all be
present in the unseen relevant documents. More recentiyREM] and [Rut03] employ
very similar methods for comparing automatic and intevactiuery expansion and reach
the conclusion that automatic feedback could potentidfigrdarge benefits but real users
find it difficult to take maximum advantage of the technique.i\&/fe.g. [WJVRRO04]) also
makes use of simulated work tasks [Bor03] in his work on the efsimplicit feedback

measures.
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In the experiments discussed in Chapter 3 of this thesisiradwork for measuring the
effectiveness of relevance feedback algorithms is predefiihe method is also simulation-
based and employs a brute-force strategy of examining tteome of every possible user
action, thereby providing a more rounded view of each feeklb#gorithm. This methodol-

ogy is then used to compare the three feedback algorithnesibled earlier in this chapter.



Chapter 3

Relevance Feedback Evaluation based on

Exhaustive Enumeration

Interactive information retrieval can be difficult to evata. User trials are typically the
solution but they can be time consuming and expensive. fnctiapter, a methodology for
the evaluation of feedback algorithms is discussed anded fe the comparison of three
standard algorithms.

For evaluationperformanceneeds to be clearly quantified and this varies depending on
the type of search. What constitutes a successful searchdepe what is being searched

for. In the context of retrieval, at least three classes afdemay be identified [CMMO0O0]:

1. Target document search - the user’s information needisfied by a particular doc-
ument. For example, a researcher may be looking for a sp@cifier on a research

topic.

2. Category search - the user seeks one or more items fromeaageategory or a topic.
This task places more emphasis on the content evaluatioofterdrequires subjective

relevance judgements.

3. Open ended browsing - the user has some vague idea of whbaktfor but is open to

exploration and may repeatedly change the topic duringckear

Of these three scenarios, the target document search isamesiable to evaluation as there
are several clear measures of effectiveness. Though #ksstaunds rather restrictive, it
encomposses a wide spectrum of search scenarios. On thendehere is ‘known item
search’ which represents a subset of target-search siisatthere the user is familiar with
the target document. For example, a user wants to re-visitesite, but having forgotten the
URL, types keywords about the website into a search engingh®other hand, the user can
be unfamiliar with the target but a single document couldtaxki the collection that satisfies
his/her information need. So long as the user can recogmigdnis or her information need
is satisfied when a specific document is displayed, the sicecan be modelled as target

document search.
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Of particular interest is whether the relative performaoteeslevance feedback versus
plain searching can be predicted without recourse to usdiest. For example, the search
effort without relevance feedback can be defined as the nuoftdocuments the user has
to scroll through in an initial search. This can be comparé&t the the total number of
documents presented and examined for the benefit of a feedigarithm before a target

is found.

Within a given search session and for a given RF algorithentimber of judgements
required to find a target is dependant on which documents iapdagied to the user and
which of these the user labels with relevance judgements effectiveness of the feedback
algorithm is therefore closely tied in with the user’s clesic This leads to the idea of the
enumeration of the entire search space. The advantagesofmithodology is that two
important quantities can be measured, an upper bound orffédativeeness of the applied

relevance feedback as well as an average case performalcation.

Analysis of the complete search space is an experimentadjgan that can lead to
interesting insights into the behaviour of relevance feetthalgorithms. The actions of a
real userwill already be part of this analysis. It also allows a largeniber of experiments
to be performed and statistics that might be used to prduicattual user performance can

be collected.

There are of course computational considerations regattamuse of this method, such
an analysis is tractable only if the enumeration of all gassuser actions (and their cor-
responding effects on the retrieval process) is possibfpically, this is dependant on the
feedback model - what sort of interaction is expected withuber? If this interface is very
rich, in terms of providing the user with many alternativiiee enumeration will be very
large. Since higher interactivity is not necessarily pnefe by users, design of interfaces
with limited interactivity offers the twin advantage of bhgieasy to use (from the end-user
perspective) and being easier to evaluate (from the sysésigmer’'s perspective).

In this chapter, two important application domains wherbhaestive enumeration is

feasible are identified:

1. Searching on small display devices: Due to size conssiaime number of items dis-
played on the screen is small. This means that apart froratgitns when the initial
user query leads to the desired document(s) being retumdukifirst retrieval, the
user is likely to have to go through multiple screenfuls cfules before finding what
he/she is looking for. Rather than simply pressing the ‘Nbutton, if the user is
asked to indicate one of the displayed documents as beiegargl the number of al-
ternatives available to the user is equal to the number wiStdisplayed on the screen.
This makes searching on devices with small displays a teatisenario for the use
of multiple iteration feedback, which is typically not usgdconventional retrieval

scenarios.
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2. Web search: Due to the size of standard desktop monitoss $earch engines use a

default display size of0, i.e., the results to any query are shown in groups of ten. Any

combination of these can be marked as being relevant (lgadia'® alternatives).
However, only one iteration of feedback is considered sirsss typically do not go
past the first couple of pages of results. Also, the web ofetsces of evidence for
the content of a page apart from the text it contains and titéity for RF can be

investigated.

The enumeration methodology is used to compare three sthfeldback algorithms

for the two scenarios mentioned above:
1. The Rocchio Algorithm
2. The Robertson/Sparck-Jones(RSJ) Algorithm
3. The Bayesian Algorithm

all of which have been described in Chapter 2. The first tworitlgms are chosen as
being representatives of the vector-space and probabitigidels of information retrieval
respectively. The Bayesian algorithm was designed for u#eimages and had not been
previously applied to text.

The three algorithms also serve as alternatives of varioogptexities and methodolo-
gies. RSJ employs an explicit feature selection policy ¢iaery expansion) while Rocchio
uses all terms from the relevant documents. The Bayesiamitdgn does not have an ex-
plicit formulation of a ‘query’. This also means that whenmaying the inverse index
lookup (which is typical of text retrieval), Rocchio and RB8ill be comparitively cheaper
computationally (the query contains few terms and only doents that contain query terms
are affected). For the Bayesian algorithm, the probabéi#ggociated with every element in
the collection needs to be updated at every iteration makingre expensive than the other

two.

3.1 Interactive Retrieval on Small Display Devices

The continuing evolution of portable computing and comroations devices, such as cell
phones and Personal Digital Assistants (PDAs), means the¢ and more people are ac-
cessing information and services on the Internet with destbat have small displays. This
small display size presents challenges. First, a need fensxe scrolling makes viewing
of standard pages very difficult. Second, the input modesdsPor mobile phones are
far less efficient than keyboard typing and make even a sitagleof sending a text query
rather time consuming. Finally, devices like mobile phos#$lack computing resources
and speed to perform sophisticated processing on the siigat

Of particular concern are the implications that small diglevices will have on search-
ing online information resources. Generally, it has beegeol®ed that users engage in

a variety of information seeking tasks, from “finding” a sifiec well defined piece of
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information, to “gathering information” as a more open-etdresearch-oriented activ-
ity [RMFSBO03]. Use of Internet enabled mobile phones id stiits infancy and no general
patterns of use have been established. Anticipating thbtllenasers will search for specific,
well-defined information, this section concentrates omfto understand how relevance
feedback, display strategies, and other interactive digiedcan support users engaged in

searching for a target document or piece of information.

A considerable body of research has been dedicated to thesiszlated to user
interaction [JM97, JMMN99], browsing [BGMPWO00, BGMP0O0], searching [SMS02,
RMFSBO03], and reading [CMZ03] on mobile devices. Most disecelevant to the study
described here is Toogle [Ruv03], a front-end desktop epfitin that post-processes
Google results based on the user’s actions. Toogle coksaignce that the presented doc-
uments are relevant or non-relevant documents from thésudimks on documents in one
or more screens of search results. It uses this informatidmaachine learning techniques
to re-rank the remaining documents. In contrast, the ewparis describe here focus on
searching using mobile devices when the user feedback &redmed to the selection of a

single relevant document from a small number of documemtsamted at each iteration.

The experiments take advantage of the small display sizdianitggd user actions to
study the full space of the user’s interactions and all fdesiutcomes determined by the
relevance feedback and display strategies. As part of thelation the ‘ideal’ user’s actions
can be identified and provides an upper bound on the perfaenafhrelevance feedback

systems for small displays.

There are several research efforts that share some aspélets approach. The inter-
active nature of the task makes it similar to the Ostensivigi€al Model [CVR96]. lan
Campbell proposes that the information need of a user pssiyely changes based on the
what has already been presented to him/her. Evidence hiikeetevance labelling of docu-
ments in earlier iterations, is given a temporal weighthmagt issociates an uncertainity with
each feedback depending on how many interactions ago tfugmiation was provided.
In the set of experiments described here, standard relevi@edback algorithms are used

thereby assuming that all evidence has an equal contribtdithe current state of the query.

Very recently, Whiteet al [WJVRRO04] measured the performance of implicit feedback
models by conducting a simulation-based evaluation. Tligoasiwere interested in using
factors like document read time, scrolling behaviour, atcfeedback indicators rather than

explicit judgements of document relevance that are usesl her

The use of a single document as feedback, which the systemutbes to automati-
cally infer a new ranking over the data collection, has baewipusly studied by Aalbers-
berg [Aal92]. The evaluation framework proposed here aldekalbersberg’s use of a sin-
gle document in the display to one where the user is providddmwultiple items in every

iteration, but expect only binary feedback regarding thevence of one chosen document
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from the displayed set.

3.1.1 Display Strategies

At each iteration, itis necessary to provide a displayB#t the user. This setis to be chosen
from the result se8 and the most obvious strategy is to display theIdedf documents
with the highest rank if8. After successive query refinements (i.e., multiple iferet of
feedback), this Top-D display is likely to result in a set acdments very similar to one
another. If these documents are similar to the target dontioreeven include it, then this
may well be optimum. However, if they are not similar to thegtt document, the user
feedback is unlikely to help redirect the search away fromdtsplayed documents and
towards the target.

In the study of feedback over multiple iterations descrilpgftHar92], it was shown that
the number of relevant documents retrieved in later iteratreduced continually. This was
attributed to the fact that some queries had all their reledacuments retrieved in earlier
iterations. While this is partly true, it is also likely thdtet greedy nature of the display
update leads to a form of overlearning or overfitting. Thighem has been previously
discussed in the context of content-based image retri€dM ~00] and observed in the
current experiments - a further description is providedhingection titled ‘Convergence’.

As has been discussed in [Lew95], relevance feedback caedreas a form of active
learning. The user can only label those documents that apagied to him/her and this
display set is chosen by the system. The dual aim of redubi@ghtimber of judgements
required from the user and still being able to retrieve thevent content at the earliest could
potentially be achieved by choosing the right documentsetdibplayed/labelled. In active
learning scenarios, the examples typically shown to the asethose that the system is
most unsure about. Since the primary aim in these situaisathe learning of the classifier,
the ambiguous data items chosen for labelling can belongherehe positive ('relevant’)
or negative ('non-relevant’) class. However, in infornoatiretrieval, there is a penalty for
displaying non-relevant documents. Therefore, there lshoeia bias towards elements of
the positive class.

Ideally, the display set should contain those documentssach a user’'s response
would be most informative to the system to minimise the nunoibsearch iterations. This
was proposed by Coet al [CMM T00] and formulated as a problem of finding a Bebf
documents that maximises the immediate information gaimfthe user’s response in each
iteration. Determining such a document selection is coatpmrtally expensive.

However, it can be approximated by sampling the elemenId @fom the underlying
similarity score distribution using computationally eifict methods. For example, the sam-
pling method may simulate a roulette wheel with the size ehétem'’s field proportional
to the relevance score of a document with respect to the query

Also known as ‘fithess proportional selection’, pickingraknts for the display set using
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the probabilistic method can be implemented as followsstkjirall the documents in the
collection are ranked according to their scores with resfethe query. Each document’s
score is then normalised by the sum of scores of all docunaentss the collection. After
normalisation, individual document scores will lie betw@eand1 and the cumulative score
of all items in the collection will be equal to one. Next, afenin random number generator
is used to sample a number betweéeand1. Starting with the top ranked document, the
procedure moves down the ranking while maintaining the dative score of documents
seen so far. The document whose score pushes the cumulatite above the random
number generated is selected to be part of the display set, Ifems are to be displayed,
np different random numbers are generated, each leading tearent being added .

Within such sampled displays both documents with high andrémks have a non-zero
probability of being included. The more peaked (certaie)rdnking, the less likely it is to
display low probability documents. Thus the display exisilbhore variability and enables
the user to direct the search away from a local maximum. Ikeeted that the sampled
display strategy will be useful in situations where thei@iguery is imprecise, i.e., when
the target document is ranked very low in the search restiltThis method for picking the
display set is referred to here as the “Sampled display”.

Using devices with small displays for search raises issimeitas to those encountered
in adaptive information filtering where the importance o thterplay between exploitation
and exploration has been recognised. It is to be expectedhibie are various sampling
strategies that optimise the balance between exploitatioiexploration. Finding the opti-
mal selection of documents from which to gather feedbaciftiee user (while still max-
imising the probability that it contains what the user iskimg for) is an open problem.
The probabilistic sampled display update provides a semeipled and computationally

efficient method for achieving this end.

3.1.2 Evaluation Methodology

In order to examine the effect of relevance feedback andnatiee display strategies, an
experimental procedure that included the complete spapessible user interactions with
the system was devised. For a given query or information rteeduser decision tree rep-
resenting all possible document selections in each feédteration was created. This was
feasible because of the small number of documenysthat are displayed in each iteration.
Thus, all user feedback strategies can be examined, imgukose of an ‘ideal user’ whose
selection of documents minimises the number of documeisisrtiust be viewed before
retrieving the target document.

In each iteration the tree expands by a facton pf(see Figure 3.1), i.e., the number of
documents in an individual display. For practical purposies number of iterations were
limited to five; the initial display of., documents followed by five iterations of relevance

feedback. This results in a tree of depth five where each nmgesponds to one display of
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Figure 3.1: Decision tree for iterative relevance feedbabkwing nodes in which the target document

is reached, the rank of a document within each display, aadc#tculation of RF-rank for the target
document labelled A3232

np items. In such a tree, afteriterations of feedback, the maximum number of nodes in
the tree can be given kit + >~7_, n’%,), where thel corresponds to the initial display. For
np = 4, the maximum number of nodes in the tred is 4 + 42 + 43 + 4* + 45 = 1365,
where a node represents a display:gf documents. The tree may be smaller if the target
is located earlier since the branches of the tree were natnelqul once the target had been
displayed. The choice of display sizg, = 4 was motivated by the size of a typical mobile
device display. However, the same method could be used ¢gtigate the effect of a range

of display sizes.

The minimum rank for a given target document correspondbedaase when the user
always provides the system with the optimal document f@vaice feedback. It is impor-
tant to note that ‘optimal’ may not always mean the documeaostrsimilar to the target.
Another factor to be examined is the number of occurrenceéleofarget document in the
decision tree. This provides an estimate of the likelihdad & non-ideal user will locate the
target document. For example, if the target document appeamly one path of the tree,
then any deviation of the real user from the relevance feddbathe “ideal user” would
result in a failed search. Conversely, if the target docuna@pears in many paths, then
the deviations from the “ideal” are still likely to yield stessful searches, albeit that these

searches require further effort.

Since the trees are generated automatically, it is possildeeate trees for a large num-

ber of searches, thereby facilitating a statistical anslytthe algorithms.
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Construction of the user decision trees

Figure 3.1 provides an example of the user decision tree. agh éteration the tree
expands by a factor af ,=4. While the general behaviour of relevance feedback dlgyos
is of interest, from the application point of view it is mostportant to understand the impact
of the first few iterations of relevance feedback. It is ualjkthat the users would engage in
a large number of feedback iterations. Therefore the trparesion is limited to depth five,
considering the root of the tree as depth zero.

The initial display of four documents is labelled A-B-C-Ddhis followed by five iter-
ations of relevance feedback. At each iteration, seleafom document from the display
leads to a new branch in the tree. Some of these branches wonidin the target docu-
ment. Since the evaluation was performed in the target séamework, the trees were not
expanded below nodes that contained the target document.

Each document in the tree was annotated with its gankthin the display ofnp = 4
documents, wittp having the valuep = 1,2, 3, or 4. Displays from relevance feedback
iterations were concatenated by appending to the list th&t neaent display. The resulting
list shows documents in the order in which the user would \tteem. For each document
in the tree, the corresponding ranked list is identified d&edrélevance feedback ratig i
given byRrr = z * np + p was calculatedRrr essentially corresponds to the number of
documents that the user has viewed before locating the demiua thep'” position afterz
iterations of feedback:(= 0, 1,2, 3,4 or 5). In the evaluationsRrr was compared with
the rank of the document in the initial search. This basetm is referred to as the scroll
rank, Rs.ro11, Since this is the number of documents that the user would tteexamine by

scrolling down the original list of search results in orderéach the target document.
Initialisation

The experiments began by randomly selecting a target datufinoen the database. An
initial query is then automatically generated by randonelgsting K terms from the target
document.K = 4 was used for the experiments. Thdsegerms are used in two ways: as
a search query to obtain the baseline search results angw@stinthe relevance feedback
procedure which will further refine the query based on the'sisesponses.

Randomly sampling for query terms does not simulate queneiggion by users.
Rather, it provided a method for analysing performanceregajueries of varying qual-
ity - a good query is indicated by the target occupying a pwsihigh up in the initial
ranking, i.e., before relevance feedback is applied. @ityila bad query is indicated by
the target occupying a position low down in the initial raxki The valuek” = 4 was also
chosen for the same reason. With higher valueK pgince the sampled query terms were
definitely present in the target, the target document wasstimlways ranked high in the
initial retrieval. Smaller values foK led to a majority of the sampled queries being ‘bad’.

This value ofK is therefore dependant on the collection being used anddheuchosen
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appropriately.

The user is initially shown a display efp, documents that are chosen based on which
display strategy is being used. The user’s response is ystaklvelevance feedback algo-
rithm to modify the query. The documents in the collectioa ren scored against the new
query and a new display afp, documents is presented to the user, based on the search rank-
ing and display strategy. Previously viewed documents aténcluded in the subsequent
search iterations.

Even after expanding the entire tree, the target may not tedfo The quality of the
initial query is a factor that determines whether or not tiee ttontains the target. Those

trees where the target appears in atleast one path areedbferas “successful searches”.

3.1.3 Dataset

The retrieval experiments need to be performed against afdextual documents, the
Reuters-21578 collection (Appendix A) was used for thigppse. The collection is a set
of Reuters newswire items. Each document comes with SGMlkuparwhich amongst
other things provide each document with a date of creatiteny &entifying a general topic
categorisation, a “Title” section identifying the headliand a “Body” of text. The text from
the “Body” and “Title” fields were extracted. After the renad\of standard stopwords, the
documents were converted to their respective represensatiThe documents with empty

“Body” fields were removed, leading to a datasel ®f043 documents.

3.1.4 Experiments and Results

100 distinct target documents were randomly selected froml¢h@43 documents of the
Reuters collection. The same setl®0 documents were used as targets across the
gorithms. The initial query was generated from a sample mfhseoccurring in the target
document and the scroll rank of each target document wasdedo

For each target document a search tree based on iteratifeafiglewas generated with
two types of displays: (1) the Top-D display always showing top4 ranked documents
from the search iteration and (2) the Sampled display thaigilistically selects the docu-
ments based on the current ranking of documents in the dsabables 3.1-3.4 summarise
the statistics of the tree displays and successful searches

The scroll rank of a target document is the position of theudment in the initial ranked
list of search results, i.e., the number of documents tleatier would have to scroll through
in order to reach the target (in the absence of feedback). RFheank of an ideal user
is the minimum path length from the root of the tree to a nodin whe target, whereas
the mean length of all paths leading to the target repregbetaverage performance of
successful users. The first row in Table 3.1 is the probgliitiat a search (using a given
display scheme) will be successful, and row two is the pripakhat a user will find the
target given that this is a successful search. Non-ideakus®respond to all the choices

in successful trees that lead to the target document butatielpngth to the root (i.e., the
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Rocchio Feedback RSJ Feedback Bayesian Feedback
Algorithm Algorithm Algorithm
Top-D | Sampled| Top-D | Sampled| Top-D | Sampled
Percentage of
) 52 97 39 33 52 90
trees with target
Percentage of paths
o 46.67 4.5 27.99 0.087 46.80 4.30
containing the target
Average Rs.,oy Of targets
) 13.79 98.54 37.28 312.03 7.92 64.23
found in trees (7.09) (21.63) | (10.84) | (726.37) | (1.59) (11.33)
Average min Rrp of targets
) 6.5 11.25 7.20 17.76 6.13 10.61
found in trees (0.99) (0.68) (1.10) (2.64) (0.92) (0.73)
Average Ry for
20.53 20.2 20.22 18.26 21.27 19.94
the ‘average user’ (682.83) | (149.02) | (624.87)| (3.75) | (816.91)| (143.30)

Table 3.1: Search tree statistics for the three feedbadkittigns and two display strategies. The results

are averaged over 100 searches for random targets

Avg. No. of Avg. No. of No. of Docs
Documents Documents viewed with RF
Scroll Number | Number of Targets Viewed ‘ideal user’ averaged
Rank of Found without RF with RF over successful
Range | Targets users
Top-D Sampled | Top-D | Sampled | Top-D | Sampled | Top-D | Sampled
1-20 45 45(100%) | 45(100%)| 4.58 4.38 431 5.33 16.54 19.13
21— 40 14 6(42.8%) | 14(100%)| 25.5 | 29.79 | 20.67 | 13.07 | 21.62 | 21.92
41— 60 5 0(0%) | 5(100%) | — 54.2 - 16.6 — 21.99
61— 80 4 0(0%) | 4(100%) | — 66.5 - 16.5 21.80
81— 100 6 0(0%) 6(100%) — 92.83 — 15.33 - 21.49
> 100 26 1(3.84%) | 23(89%) 367 341.3 20 18.56 20.78 22.14

Table 3.2: Performance of the Rocchio RF Algorithm basederitial Query
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Avg. No. of Avg. No. of No. of Docs
Documents Documents viewed with RF
Scroll Number Number of Targets Viewed ‘ideal user’ averaged
Rank of Found without RF with RF over successful
Range | Targets users
Top-D Sampled | Top-D | Sampled | Top-D | Sampled | Top-D | Sampled
1-20 27 27(100%)| 7(25.9%) | 5.67 4.72 4.26 17 19.21 18.67
21— 40 6 2(33.3%) | 2(33.3%) | 34 31 7.5 17 12.46 17
41 - 60 5 3(60%) 3(60%) 47.33 41.67 6.33 17.33 7.4 17.3
61— 80 8 1(12.5%) | 3(37.5%) 74 68.33 17 21 18.15 21
81— 100 2 1(50%) | 2(100%) | 81 88 24 17 24 17
> 100 52 5(9.6%) | 16(30.7%)| 187.2 606 18.2 17.5 21.72 17.94
Table 3.3: Performance of the RSJ RF Algorithm based on ftiallQuery
Avg. No. of Avg. No. of No. of Docs
Documents Documents viewed with RF
Scroll Number Number of Targets Viewed ‘ideal user’ averaged
Rank of Found without RF with RF over successful
Range | Targets users
Top-D Sampled | Top-D | Sampled | Top-D | Sampled | Top-D | Sampled
1-20 45 45(100%)| 45(100%) | 4.38 4.38 4.31 5.02 16.54 18.75
21— 40 14 6(42.8%) | 14(100%) | 25.17 | 29.78 | 17.67 | 13.07 | 22.21 | 21.35
41— 60 0(0%) | 5(100%) - 54.2 - 13.4 - 21.52
61— 80 4 1(25%) 4(100%) 64 66.5 17 18.5 18.05 21.98
81— 100 6 0(0%) 6(100%) — 92.83 — 18.33 - 22.18
> 100 26 0(0%) 16(61.5%) - 254.56 — 18.44 — 21.92

Table 3.4: Performance of the Bayesian RF Algorithm basethenitial Query
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RF rank) is higher than that for the ideal user. For the Topidpldy strategy, about 50%
of the trees contain the target (lower for RSJ). In the remgiicases, the target was not
found within five rounds of relevance feedback. This perageats clearly a function of the
accuracy of the initial query, which can be judged by exangrihe scroll rank of the target
document. This will be discussed further.

The ideal user represents the best possible performan@vable. Real users are un-
likely to perform as well. However, the average number ohpat the tree that contain the
target suggests that deviations from the ideal still haveasaonable chance of locating the
target document. The average rank of target documents inethevas obtained by calculat-
ing first the average rank for the target document withinétsipular tree and then averaged

over the set of all the trees that contain target documents.
Top-D Display Scheme

For the Rocchio and Bayesian algorithms, for a scroll ranles$ thar20 (Tables 3.2
and 3.4, rows corresponding to scroll rank rafdge 20), relevance feedback with Top-D
display is successful00% of the time. For higher values of the initial scroll rank®.,i
poor queries, a fall off in the percentage of successfulcéess was observed. However,
the sampled display approach offers performance that i gmnstant. For the case of RSJ,
with an explicit term expansion strategy, the Top-D disgdayforms better.

Convergence

It was observed that sub-trees below a node at depth 4 wene idéntical. That is, the
set of four documents displayed to the user at depth 5 wasithe,srrespective of the choice
of relevant document at the preceding level. Note that theive order of displayed four
documents may be affected by the relevance feedback, bsathe documents appeared
in all four sub-trees. It is important to note that the cogegrice was observed for all three
algorithms, even though the sets to which they converged different.

Since the phenomenon was not symptomatic of any one patialgorithm, it was sus-
pected that this convergence was due to the greedy natune dfgplay updating strategy -
that of picking thenp most probable items (based on the score with respect to thentu
query). Since the aim of the RF algorithm is to extract simidlacuments from the col-
lection, it results in a situation where successive displaffer no diversity. This could be
seen as a direct consequence of the “cluster hypothesig9Mrhich states that documents
relevant to the same query are likely to be similar to eackrothhe small variation across

the documents in the display is also due to the small numb#gm@iments4, in the display.
Sampled Display Scheme

For the alternative display, a higher percentage of thestceatained the target docu-
ment with the Rocchio (an increase fréi2pbo for Top-D t097% for Sampled) and Bayesian

schemesH2% to 90%, refer Table 3.1). More importantly, a performance degtiad as the
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quality of the initially query degrades was not observedd Aar very poor initial queries,
the alternative display strategy was superior. Since thé &&orithm itself considers ex-
ploring different regions of the search space by query esipanuse of the sampled display
strategy led to an over-adventurous approach, resultirgsmaller number of successful
searches and fewer paths leading to the target in a givenTit@s illustrates the classical
dilemma between exploration and exploitation.

Analysis of the trees containing the target revealed treaaterage scroll rank was much
higher than the rank for an ideal user using relevance fexdiiad the alternative display,
representing a very significant reduction in the number eudeents examined. However,
once more, it needs to be recognised that real users areelynitkperform as well as the
ideal user.

For the sampled display, the average number of paths ingbdhat contain the target is
low, which would suggest that deviations from the ideal mayeha significant detrimental
effect on performance. The number of real users finding tlyetan the user trial that was
conducted (Section 3.1.6) when using the sampled disglaygh lower than when using
the Top-D display, does not however reflect this expectatithis would strengthen the
case for the usage of the sampled display update. Finallynivted that the convergence

phenomenon observed with the Top-D display was not exfiihitgng the sampled display.
Discussion

Rather than using the experimental framework describetdrearlier sections to pick
the best relevance feedback algorithm, the simulationsdralw attention to certain aspects
of the behaviour of RF algorithms. For example, row one ofl§abl can be used as a
statistic to measure the performance of a RF algorithm asplal update combination. It
would be desirable to be able to reach the target for evetiglimjuery. Therefore a high
number for the percentage of trees with the target will iatica capable algorithm. But it
would not be particularly helpful if every tree containeé target but only one path in the
entire tree led to it. This is because it would mean that angthpart from one specific
sequence of actions will not lead to a successful search.

The percentage of paths containing the target (row 2 of Tallgis therefore equally
important. It is not clear however what valuggaodalgorithm will have for this statistic.
Consider a tree in which every path led to the target, an esdrexample of the convergence
phenomenon described above. Though the tree will have 10p%ilts leading to the target,
it would indicate a particularly unresponsive feedbaclogtm that is not sensitive to the
user choices. And as mentioned above, if only one path lesiffiettarget, this is again not
desirable because only the ideal user will be able to finddtget. A value somewhere in
the middle will indicate an algorithm where a non-ideal usas a good chance of finding
the target at the same time making sure that random seanghestaewarded with success.

If the first two rows of Table 3.1 are interpreted as being plolities, a multiplicative

47
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combination of the two values can be seen as being pnori estimate of the probability
of a user finding the target within five iterations of feedhatke Rocchio and the Bayesian
algorithms with the Top-D display update have this prolighéqual to0.24 while the RSJ
algorithm with the sampled display has the lowest value.@f02.

For the Rocchio or the Bayesian algorithm, a quarter of altctees led to the target. This
would seem to indicate that both algorithms, when used \ntgreedy display update, are
extremely successful. However, a look at Tables 3.2 and e8dats that these algorithms
were only able to find the targets for the most trivial cases, ivhen the target was ini-
tially ranked very high. If the experiments were repeateith&n alternate query generation
scheme, e.g. picking the least informative terms from thgetato generate the query (“bad
gueries”), these algorithms would be extremely unsucaoédsf contrast, even though tlze
priori probability of finding the target using the Rocchio and Bégeslgorithms with the
sampled display is much lower, orty04, it should be noted that this combination was able

to find the target across a range of initial scroll ranks.

In fact, we can use the variance of the initR.....;; (the quantity in parenthesis in row
3 of Table 3.1) as an indicator of the range of the initial gumrality (e.g. good, mediocre,
poor) over which an algorithm is successful. For the Rocelnid the Bayesian algorithms,
the variance forRs...;; iS very small, indicating that the targets which were foundhie
trees came from a very small range of initial query qualityager value of the variance of
Rscron for the sampled display and these two algorithms indicdtasthis display update
strategy was able to find the target almost independent afubéty of the initial query.

Another observation that can be made based on the variafuzenation is the fact that
the ideal user can potentially achieve a consistent leviehpfovement. This is represented
by the very low values for the variance of minimuRy»'s found in successful trees. This
means thator the ideal usejall the algorithms can guarantee a very high degree of sacce

with large confidence.

The quantity “average minimuiR of targets found in trees” is indicative of the upper
bound on the performance benefit of using RF. In all the treasdontained the target, by
how much was the ideal user able to reduce the search effegguned in terms of number
of documents examined) when using relevance feedback? IGola this improvement,
subtract the average minimuRzr (row 4 of Table 3.1) from the averagBs.,..;;. This
number shows that both the Rocchio and the Bayesian algoaithieved improvements
of over 80% when using the sampled display scheme. This ispufse, the best possible

improvement, while the more realistwerage improvemeiig much lower.

This discussion reveals that selecting the best combimatioelevance feedback and
display update algorithms is not straightforward. HoweWsr exploring the entire user
space, it is possible to identify useful characteristicRkBfalgorithms. Conversely, using

a more restricted model to simulate the user that only egploertain regions of the trees
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Figure 3.2: Tree paths represented as state changes

would not have highlighted these issues. Similarly, onlying on user trials gives an
incomplete view on the performance of the algorithms, sie@eh user only follows one
path in each tree.

It should be noted that the specific set of results reported aee likely to be depen-
dent on the choice of dataset and parameters used. Howeeeryaluation framework is

sufficiently general to be used in other situations and oerafatasets.

3.1.5 Constructing a Statistical Model of the “Successful Uss”

The simulation-based framework outlined above providesethod for automatically in-
vestigating the effects of every possible user action. Sohtlieese actions were successful
(in terms of leading to the target) and most were not. Thestgamerated provide a data
source that can be mined to produce a probabilistic modéleofduccessful users”. This is
similar to the construction of probabilistic automaton fawvigation in hypertext described
in [LL99].

Searching on a small display device with relevance feedbaaescribed in the earlier
sections involved the user examining the current screaif(flour) results and indicating
one amongst them as being most relevant to his/her searchinférmation was then used
to producing a fresh ranking over the items in the data ctiiedrom which a new display
set was picked according to the chosen display strategychidiees available to the user at
any given iteration are limited and control what is going écdisplayed in the next iteration.
Such a system can be modelled as a Markov chain where moviogsagisplays can be seen
as state changes and probabilities can be associated whtagailable user choice for the
current iteration.

Because of the availability of efficient algorithms for trimig and calculating probabil-
ities of sequences of action, a Hidden Markov Model was u3ée. HMM had H hidden

states and) output symbols. Heré/ is the number of displays as dealt with in the trees
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plus an additional “Found” state. Moving from one displayatmther after an iteration of
feedback is therefore a transition from one internal statee next. This is therefore an ‘ab-
sorbing HMM' that always ends in the “Found” state. Howeweljke other applications of

HMMs, there is nothindniddensince the iteration number is always available.

From each of the states corresponding to a disglay.- 1) of the allowed outputs can
be generated - in this case, the3e- 1 are each of the possible user actions. The final
O output is only allowed from the Found state. For the currgpeements,H = 7 (the
initial display, five iterations of feedback and the “Fourstite) and) = 5 (choose one of
four documents or being in the “Found” state). The model wak such that from a given
display state, the only allowed transitions are into thet misplay state, or to the Found
state. The diagrammatic representation is provided inrEigLp.

From the trees that were collected, the sequence of pathssesging the choices that
led to a successful search were extracted. Ignoring thelsemwhere the target was found
in the initial display, the remaining paths were used asingi data for the HMM. The

trained parameters of the HMM have the following interptietss:

1. The transition matrix is an estimate of finding a target given iteration (a transition

to the Found state) against having to move onto the nextitbera

2. The emission matrix indicates the optimal choice of rate document’ in a given

display state.

For each of th& variations 8 RF algorithms *2 display strategies), two sets of trained

models were constructed:
1. Using all successful paths - representing the ‘average us
2. Using only the shortest path from each tree - represetiim@ideal user’

In the Transition Matrices both the rows and columns cowedpo iteration numbers
or display states, whereas in the Emission Matrix the rowsespond to the iteration and
the columns represent the choice of relevant document tritération with the last column
being the ‘Found’ state. It is the Emission Matrix in eachecaich is of interest. As an
example here, the Emission matrices for the model of theémesuser’ using the Bayesian
feedback algorithm is provided (Table 3.5).

If in the Emission Matrices of the trained models, the firdtiotn dominated every row,
this would strengthen the belief in the practice of choosheghighest ranked item in every
iteration for feedback, i.e., pseudo-relevance feedb@ckthe other hand, a uniform distri-
bution across the choice of relevant document (coluirtnst all being0.25) would indicate
the absence of any significant pattern. However, some davsafrom both these extremes
was observed. For example, in almost all cases, with theD'sprategy, there seems to
be a preference for the lower ranked items (higher valueatar kcolumns, indicating the
need for ‘exploration’). But in the sampled display updatkeesne, there is a very small bias

towards the higher ranked items.
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Top-D Display

0.16| 0.31| 0.28| 0.25
0.24 | 0.27| 0.21| 0.28
0.17| 0.26 | 0.28 | 0.29
0.25| 0.28 | 0.23| 0.24
0.29| 0.29| 0.23| 0.19
0.26 | 0.23 | 0.23| 0.28

0 0 0 0

Rl O|lO|lO|lO|O|O

Sampled Display
0.26| 0.24 | 0.25| 0.25
0.26 | 0.26| 0.24| 0.25
0.26| 0.24 | 0.25| 0.25
0.28 | 0.25| 0.24| 0.23
0.33| 0.28 | 0.20| 0.19
0.56 | 0.26 | 0.13| 0.05
0 0 0 0

Rl O|lO|lO|lO|O|O

Table 3.5: Emission Matrices for the trained model for therge User using the Bayesian Algorithm.

The columns correspond to the choice of relevant documehtrenrows are successive display states

It is not clear if they deviate enough from the uniform distition to warrant being
classified as interesting. However, it is another exampleuwf the evaluation methodology
can be used to gather other properties which can be usedigndbs system. A trained
HMM is thus the statistical model of all “successful usersifass thel00 trees that were
built. A possible use of such a model would be for pseudoragiee feedback: in a given
state, the document(s) to be fed back implicitly as beingveit can be picked by the
columns in the emission matrix with the highest values. Tévet section describes a user

trial that was conducted to validate the user model.

3.1.6 User Trial

To test if the simulation-based framework corresponds jnveay to the behavior of actual
users, a small scale user trial tf subjects, all of whom were CS/EE PhD students, was

conducted.

The user-interface consisted of a screen divided into twba@es. The left half, running
along the height of the screen, was used to display the tfacgatinuously throughout
the session. The users were given time to familiarise thiseavith this target before
proceeding. The right half of the screen was divided inta fpuadrants, each displaying
one of four documents. At each iteration, the user was iogdito indicate the document

most relevant to the target by clicking on it. A “Next” buttevas provided to move to
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Figure 3.3: Screenshot of interface for the user trial. Tingle window on the left is the target to

be found, the four options on the right are the available okeices. The progress bar at the bottom

illustrates that this is the second iteration of feedback

the next display. There was also a progress bar showing thbeuof completed and
remaining iterations. Since most of the subjects were uiitamvith the specifics of the

feedback algorithms, they were not told to base their deesson textual criteria (i.e., the
presence of words) but were free to make their judgment orbasis they deemed useful.

A screenshot of the user interface is provided in Figure 3.3.

The target and initial display were selected from the sitedaiser trees in which the
target was known to be presentin atleast one branch of thatethe target was not present
in the initial display. Every user session was thus a walkugh one of the previously
analysed trees. The trees were constructed on the Reudtgr8-2orpus, the articles that
were displayed (the targets and the given choices) weresalf meports loosely connected
to financial matters. Since the topics of such documents gare to be largely unfamiliar
to the subjects, the task was madterestingby pointing out to the user that there existed
at least one sequence of actions that led to the target apthdioeto find one such sequence
for each target. This made the trial a sort of ‘game’, hopgfiraintaining user interest

throughout the trial.

The trial consisted of each user being given six targets fiaethe other, corresponding
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Average | Average | Average | Average Average
Number | Scroll Scroll | RF Rank | Time for Time for
Algorithm Found Rank Rank Found | Successful| Unsuccessful
Found (in secs.) (in secs.)
Rocchio
11 47.33 18.27 14.81 162 154
Top-D
Rocchio
6 34 22.67 11.83 173 135.33
Sampled
RSJ
7 107 77.28 12.57 105 258.2
Top-D
RSJ
0 375 N/A N/A N/A 156.58
Sampled
Bayesian
11 23.23 19.63 18.09 203.27 295
Top-D
Bayesian
9 34.42 25.55 11.22 167.55 69
Sampled

Table 3.6: Summary of User Trial Results

to the3 RF algorithms an@ display strategies, the order of which was chosen at random.

The results are presented in Table 3.6. The second coluted thlumber Found” gives
the number of users, out of twelve, who found the target fr ¢dbmbination. Each target
has a corresponding scroll rank (from the tree) and the ‘@gerScroll Rank” is the mean
scroll rank of the targets chosen to be presented to thewhbi#e, the next column provides
the scroll ranks of targets that the users found by the iotweprocess. In each successful
tree, the target could potentially be present in a numbendén of the tree. The real users
who found the target each trace one of these paths. The aRFRagank of these successful
searches is given in the fifth column. Time estimates for theeassful and unsuccessful

users are given in the last two columns.

How do these results compare with the earlier results (Sahle-3.4)? It is easy to see
that the number of users finding the target using the samgleehse was less than those
using the Top-D scheme. This is to be expected since Tabiadicates that the percentage
of paths containing the target is much lower for the sampigplay. In the extreme case, the
RSJ algorithm using sampled display had on§87% of paths in successful trees leading
to the target - none of the real users using this combinatiand the target. There is also
indication of dependence of the success of the user on tledpant, unsuccessful users

spent a lesser amount of time on the task.

Comparison of the three algorithms using only the data froensimulations did not

reveal a clear winner. In the user trial, both the Rocchio tiedBayesian algorithm with
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the Top-D display update strategy heidout of 12 subjects finding the target. The targets for
the user trial were chosen randomly from the subset of pusiyaenerated trees where the
target was known to be present in the tree. Therefore, faethgo RF algorithm / display
update combinations, the users were being givepasiertask to begin with because the
successful searches in these cases were only those thavkeaglaw Rg.,..;;.- Also, even
though a large proportion of the targets were found, the fitethee to RF was minimal.
For Rocchio with the Top-D display for example, the averageré&k for users finding the
target wasl4.81, a reduction fronm8.27 which was the scroll rank of targets that the users
managed to find. The corresponding numbers for the Bayegganitam with the Top-D
display arel8.09 (RF rank) and 9.63 (scroll rank).

When using the sampled display strategy for both the RocatddBayesian algorithms,
over a 50% reduction in search effort was observed for resisug~or e.g., the scroll rank
of targets found by real users w2 55 and with the use of relevance feedback the average
rank wasl1.22 (last row of Table 3.6). Users of the RSJ algorithm with the-Ibdisplay
update strategy obtained even better improvements.

As described in the earlier sectiot® trained HMMs were constructed - two for each
combination of RF algorithm and display strategy. The firstM was trained on all suc-
cessful paths in the corresponding trees while the secosdnaimed on the set of shortest
paths from each tree. Real users were divided into two ssibskbse that were successful
(i.e., found the target) for that combination and thosewexe not. The average probability
of the sequence of actions of each action-path in each sulasetalculated by following
the sequence of actions through the trained HMM.

Two quantities P1 and P2 were then calculated.

P1 = Average ( Prob (ideal | success ful) )

Prob (average | success ful)

and

P2 — Average ( Prob (average | successful) >

Prob (average | unsuccess ful)

where Prob (ideal) is the probability when the path is mapped onto the HMM trdine
on shortest paths only ard@rob (average) is the probability calculated based on the HMM
trained on all successful paths. The results are given iteTa3.

P1 essentially gives an estimate of how close real sucdassfus came to achieving
the upper bound as estimated by the simulations. A valueehitftan 1 for the Bayesian
algorithm with the sampled display means that most usettsanrial who found the target
did so through the optimal sequence of steps. Other conibirsathat have high values for
P1 are Rocchio/Sampled (R188) and Rocchio/Top-D(P15=93) which are only slightly
below the value for P1 obtained by the Bayesian/Sampled w@tibn(1.07). Since the
ideal user represents the best achievable performancégaittam that allows real users to

reach this upper limit is desirable.
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Algorithm P1 P2
Rocchio/ Top-D | 0.93| 8.84
Rocchio / Sampled| 0.98 | 137.79

RSJ/ Top-D 0.86 | 154.03
RSJ/Sampled | N/A | N/A
Bayesian/ Top-D | 0.57 | 15.28
Bayesian / Sampled 1.07 | 71.18

Table 3.7: Behaviour of real users mapped to the statisticalel

If the statistical model is interpreted as defining a présatisequence of actions in order
to be successful for a particular algorithm-display updatabination, P2 measures the odds
against a real user not finding the target despite followlrggrhodel. The high values here
indicate the real unsuccessful users were indeed the oaedithnot follow the model. It
can of course be argued that since the pre-computed treesused for the user trial, the
paths followed by the real successful users would have betena that were used to train
the HMM in the first place. However, the difference in magdéuetween the probabilities
of the two groups indicates that there are indeed pattertiseiiHMM which are all the
more reliable because the model was constructed afterigrglthe complete range of user
actions over a large number of trees. This can be verified topveng the paths of the real
users from the training set of the HMM, and then calculatheyprobabilities - the changes

in the values were found to be minimal.

3.1.7 Conclusions

The experiments described in the preceeding section exahiirrelevance feedback and
alternative display strategies can be used to reduce théewai documents that a user
of a mobile device with limited display capabilities has i@mine before locating a target
document. In this scenario, it is possible to construct a tepresenting all possible user
actions for a small number of feedback iterations. Thisraid determining the performance
of an “ideal user”, i.e., no real user can perform betters thierefore possible to establish
an upper limit on the performance improvement such systeamsleliver. The experimental
paradigm has the further advantages of (i) not requiringabuser study, which can be time
consuming, and (ii) the ability to simulate very many seas;thereby facilitating statistical
analysis.

Using each of three relevance feedback algorithms with@alisize of four documents,
100 trees were constructed. With the greedy Top-D displayesfsatanalysis of the trees

containing the target (i.e., the successful searchespleehat relevance feedback with

Top-D resulted in close t60% reduction in the number of documents that a user needed to

examine compared with simply performing a linear search rafrnked list calculated from

the initial query. It should however be noted that this nunibexaggerated because of the
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presence of outliers - the reduction obtained is clos¥% without these cases.

It is unclear as to why the improvement is so low. This may be tuthe experimental
procedure which required a user to always select one doduaserelevant, even if none
of the displayed documents were actually relevant. Morétigely, it was observed that
relevance feedback almost never led to worse performam@nfaeal user.

The performance of the system when using an alternativéagigprategy in which the
displayed documents were drawn from the same underlyinglaison as the current scores
of documents in the database was also examined. This sangtlistegy approximated a
strategy in which the aim is to maximise the immediate infation gain from user feedback.

Using this display strategy, the Rocchio algorithm (withexplicit feature selection) and
the Bayesian algorithm (which implicitly uses all the faasiincorporated into the distance
metric) had a larger number of successful searches. Howénefarge improvement may
be misleading. The target is present in an extremely snaadtifrn of thel024 paths of the
tree. Thus, while the “ideal user” is guaranteed to find tihgeta any deviation by real users
from the “ideal” is likely to result in a failed search. RSdfer weight selection mechanism
is known to be unstable, and coupling this with an explosathsplay update strategy led
to worse performance.

Generalising, it is clear that if the user's query is suffitig accurate, then the initial
rank of the target document is likely to be high and scrollimgelevance feedback with a
greedy display performs almost equally well. However, & tiser’s initial query is poor,
then scrolling is futile and relevance feedback is requirgither with a display strategy that
explores larger regions of the search space or a feedbauiithlg that does the same.

The simulation-based framework indicated that there ieliib choose between the
three algorithms considered. Three combinations - Roé8himpled, RSJ/Top-D and
Bayesian/Sampled - provided equivalent performance. Wwhgsboth in terms of the proba-
bility of finding the target across a range of intial scrotika and the predicted upper bound
performance of the ideal user. These three combinations again similar in terms of re-
ducing the search effort of real users. However, amongsettieee, the Bayesian algorithm
with the sampled display strategy led to most real usersrfgnttie target.

A method for capturing the statistical properties of thesrbuilt was shown in the form
of training a Hidden Markov Model. This HMM is a compact prbbetic representation
of all the successful “users” encountered during the tréklibg. It was also shown that
the real users who were successful mapped more closely gdrétined model than the

unsuccessful users.

3.2 Relevance Feedback for Web Search

Over the last few years, one form of Information Retrieva received more exposure than
all others - that of searching the Web. The size of this ctidecand the fact that it includes

a wide range of media types makes searching it a challengsgig t
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Due to the unrestricted manner in which web pages are crghiee is likely to be an
inconsistency in the style of the actual text in the pagess-iththe reason that retrieval
techniques for web search are tailored to take advantageyadailable side information

obtained from the structure of the web itself.

Relevance feedback is a classical IR technique where uslesstheir agreement with
the system’s evaluation of relevance back to the systenghithen uses this information to
provide a revised list. Even with state-of-the-art searufires, users are often dissatisfied
with the returned results and have to manually alter thedrgDespite the presence of this
gap, web search engines of today do not provide the optiofeéatback. Part of this is due
to the fact that users do not understand the mechanisms BRladgorithms, and partly due

to the fact that providing this judgement requires sometaatdil effort on the users’ part.

This section explores the effectiveness of relevance fagddmethods in assisting the
user to access a predefined target document. Exploitingatheifat though the number of
user choices is large, it is still limited - the experimengatadigm of examining the entire
user space is used to study this problem. It is thereforétieat® generate and study the
complete space of a user’s interactions and obtain the upperd on the effectiveness of
one iteration of relevance feedback. This bound repreghatactions of an “ideal user”

whose choices enable the system to gather the most infanmati

3.2.1 Evaluation Methodology

The experimental procedure to examine the effect of relevd@edback is designed to in-
clude the complete space of possible user interactionstiétisystem within the particular
scenario. Assuming a display sizeloffor web search results, this give¥’ ways of choos-
ing relevant documents from the displayed set. Each suclvic@ation can be fed back into
the feedback algorithm, and the position of a known item @ndied. This position can be
compared with the rank of the same item in the initial rankstd measure the potential
(dis)advantage of relevance feedback. Each branch iné&igurcorresponds to using one
set of relevant documents from the first level. One updatéefRF algorithm causes a
re-ranking of the remaining documents and the change irippf a known item can be
measured. The one combination which pushed the target sthavhighest position is the

optimal feedback. The average rank improvement in a givesndan also be calculated.

To use the tree-building evaluation paradigm with targstitg, specific query-result
pairs are needed. These are referred to as definitive oratangl queries, i.e., queries
which have a single HTML page as their target. Such queriesesent a user that has a
particular site in mind, possibly because he/she has disiten the past. The intention
behind navigational queries is therefore to reach the qadati site. A list of such queries
was collated from an internal study, at Microsoft Researabhd Cambridge, of relevance

judgements in which real users matched short web-styldegigy URLs which were the
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Figure 3.4: Tree for one iteration of relevance feedbackwaig the rank of the target in Page 1 and

each of the 1024 possible ranks resulting for Page 2 depgodithe set of relevant documents chosen

answers to these queries. For every tree, the following tetrios are calculated:

Best_Improvementiree_n = max(Rgeron — R;) fori=1,2..,1024

2112214 (RScroll - Rz)
1024

Rseron is the position of the target in the initial ranked list. Sinihe effect of each of

Average_Improvementipee_n =

the2'0 ways of picking the feedback documents is being investijagach combination of
relevant documents results in a (potentially) differemied list. The position of the target
in the ranked list generated by using t& feedback combination is given b§;. The
differenceRs..o; — R; is a measure of the utility of using feedback documents. ddeally,
this difference will be positive for all. But in some situations, RF could result in the target
document falling further down the ranking than it initialas, i.e.(Rscron — Ri) < 0.

The ideal user is represented by the feedback combinatidrich resulted in the target
being being raised to the top end of the ranking. This is cagthy the “Besimprovement”
metric while “Averagelmprovement” measures the nett effect of all possible faekllsom-
binations. Since the trees represent all possible usaragtan exhaustive estimate of the

effects of feedback can be obtained.

3.2.2 Experimental Setup

The experiments were performed using an API that allowedyipugthe MSN Search En-
gine [MSN]. The API allowed access to the publicly availabl8N search engine during
the period June-August 2004. Up 60 results were gathered for each of the navigational
gueries 60% of the queries returned the result in the 1dpi.e., the first page. The subset
of queries which contained the target between rank 11 arld5@@ of the returned results
were used for building the trees. Ov&% of the remaining queries did not contain the
target URL in the set of results returned - for many of thessesathe updated index of

the search engine did not contain the target because it metaxisted. The set of initial
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results returned by the search engine for each of the rentgidi queries was used as its
local database, against which relevance feedback wasrpeto

Evaluating how information about the relevancy of the fistesults alters the ranking
of the remaining documents is the aim of the experimentss iAitial set of ten documents

can be constructed in one of two ways:
1. Use the top ten as returned by the search engine

2. Use the similarity measure of the RF algorithm to re-rdreklocal database and then
select the tod0

For the second option, the returned set of results is scagethst the query - using
the cosine dot product (Equation 2.2) for the Rocchio andeBen algorithms and BM25
(Equation 2.19) for RSJ. They are then ranked in decreasiiey @f scores based on this
metric. This ranking would most likely differ from the ramig produced by the search
engine.

This provided two ways of choosing the initial displayed setd the effect of applying

relevance feedback to each of these two rankings is inaetlg
Document Representations

Two different representations of a document (the HTML pagieted to by a URL, in

this case) were evaluated:
1. Up to the firstt000 words from the text of the HTML page pointed to by the URL
2. The anchor text of up t25 other pages linking into this URL

The text from each of these two choices is extracted and terquency / inverse-
document-frequency information is calculated to provige tepresentation for each doc-
ument. Using only the plain text from the document makes ais& similar to traditional
IR.

The mechanism by which the World Wide Web evolves providesitisa wide range of
features unique to this hyperlinked environment. The ingetputdegree and URL-length
are examples of such metadata. Anchor text is the visibteatsociated with the hyperlink
from a page. The experiments are therefore testing the dtieutinat anchor text is con-
structed in a more principled manner than the plain text cdgepand thus serves as better
evidence about the contents of the page being pointed to.uéiness of the evidence
provided by anchor text for web-site finding has been showmn [EHRO01]), and its use for
feedback is only now being illustrated.

Itis likely that search engines use a weighted combinatfdhese two representations
(and a few more). The experiments aim to measure the relgffieetiveness of each repre-

sentation in the context of relevance feedback.
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3.2.3 Experiments and Results

The following are graphs of the results produced from tha dathered. Each point in the
graphs corresponds to one query-result pair. The best iraprent for that tree is plotted
as the y-axis and the initial rank is on the x-axis. The aweliagprovement can be plotted
similarly. The first graph in each pair is where the searchreniisting is used as the initial
display set and the second graph is where the re-rankedslig the RF metric is used as
the initial display.

By plotting this information, the ability of the algorithnb@ reach the ceiling imposed by
the best case scenario is measured. The maximum possibievienpent is for a document
which hadl0 < Rg.-.;; < 500 to occupy the first position in the re-ranked list after feed-
back. Since the initial page af results has been frozen, the highest rank that a document
can occupy after re-ranking 14. Hence, the upper limited is defined by the line- x — 11
(the dotted line in the graphs). The closer the points in ttaply approach this line, the
closer their performance approaches the optimum.

In each set of graphs, the best fit straight line for the dabatpds also provided, as is
the equation of this line. If the initial ranks and best immments are each in arraysand

y each of sizen, the best fit liney = max + cis given by

o 2 (@) — (i > i)

ny x? — (X i)
and
= DY —my T

In many cases, the spread of points around the best fit lineatesd that the approximation
provided by a linearity assumption between fi@ndY axis may not be valid. To estimate
the goodness of fit, each graph also has the square of théatimmesoefficient ¢2) between

x andy where
r— ny(xiyi) — Qo @i Do ui)
[ = ()X v — (L))

The correlation coefficient lies betweerd and1 with » = 1 being when the best fit line

approximation is most reliable.

It is clear from Figures 3.6, 3.8 and 3.10 that the anchor teptesentation of docu-
ments provides the better performance for all three relevdeedback algorithms. How-
ever, the change in performance with document representatiries considerably across
the three algorithms. Rocchio shows the largest variatigperformance. RSJ shows the
least performance improvement when using anchor text cadpaith Rocchio and Bayes.
Most significantly, the Bayesian algorithm’s performansesuperior, irrespective of doc-
ument representation and its performance varies leastjtiexhibits the least sensitivity
to changes in the document representation, while exhgpitie best performance for any

document representation.
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Figure 3.5: Rocchio RF algorithm with entire page as reprizgion - distance between dotted

line(optimal) and the solid line(best fit) indicates deiiatfrom best possible
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cating unstable algorithm
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Figure 3.8: RSJ RF algorithm with anchor text as represientaa few points on the optimal line, but

also a number of points on the negative side of the y-axis
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Figure 3.9: Bayesian RF algorithm with entire page
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It is also interesting to observe that for all three RF aldponis, performance is worse
when initialised using RF re-ranking compared with simping the top 10 results returned
by the search engine. Therefore, there is no evidence tcestigigat having a matching
between the metrics used for initial retrieval and subsegteedback is beneficial. This
would lend support to meta-search engines which could fiatsrieverage the capabilities
of specialised individual engines for different stages ofidtiple iteration retrieval session.

Figures 3.5-3.10 are for the “ideal” user, but real usersioas may be significantly
different. To understand how performance degrades withiatlem from the “ideal”,
Dehange = Tchange/10 iS defined, wherepange = (Rsero — Ri), Which represents the
change in the number of pages that a user must examine betatinly a target document.
Preferablyp.q.nq. Should always be greater than zero, indicating that anyalssce leads
to a reduction in search time. Of course, this is very unjikelpractice - some user actions
will surely lead to a worse ranking of the documents. Howgtés undesirable to observe a
situation in which few (or only one) choice leads to an imgmment whilst almost all other
choices were deleterious.

To investigate this, the change in document ranking,.,., averaged over all user
choices (024) and over all trees was examined. Figures 3.11-3.13 ddpéctamulative
frequency distribution for each of the three relevancelfeell algorithms. The intersection
of these monotonically increasing curves with the vertlo® atpcpange = 0, indicates
what percentage of user actions resulted in the target dexcubeing ranked worse than its
initial ranking after one round of relevance feedback.

In each case, the worst combination for a particular feekdblorithm (the curve whose
intersection with the vertical line is the highest) is repdr For Rocchio and RS80)% of all
possible user actions lead to worse performance. In cantoashe Bayesian RF algorithm,
only 60% of user actions result in worse performance.

It should be noted that these results are averaged oversailppe user actions, i.e., the
user actions are considered uniformly random. In practisers will not behave randomly,

and it can be expected that real users will exhibit bettefiop@ance than predicted here.

3.2.4 Conclusions

The behaviour of one iteration of three relevance feedblgkithms applied to web search
using two different document representations was examifieddo so, an experimental
paradigm that enumerated all possible user actions wadextiophis permitted determining
the performance of an “ideal user”, i.e., no real user wowdgrm better. Thus, an upper
limit on the performance of each of the relevance feedbagirdihms could be established.
It was observed that all three RF algorithms exhibited bedopmance when using an-
chor text as the document representation. This supponsopiework ([CHRO1], [KZ04])
describing the benefits of an anchor text representatiotrdditional web search and indi-

cates that anchor text is also beneficial for relevance fsedb
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Figure 3.13: Estimating the average performance of Bagesitn both document representations

The change in performance of the RF algorithms varied cenaiily with changes to
the document representation. The Rocchio algorithm etghibe most variation in perfor-
mance, while the RSJ algorithm showed the smallest impremenvhen anchor text was
used. In comparison, the Bayesian algorithm outperfornmgld Bocchio and RSJ for both
the document representations and exhibited the leastigari® document representations.
The performance of the “ideal user” using the Bayesian egleg feedback is in most cases
almost optimal.

Interestingly, all three RF algorithms performed worse wimitialised with the top-ten
documents after RF re-ranking, as opposed to simply usipiirten documents returned
from the search engine. Finally, in order to investigate @ffect of real users deviating
from the “ideal user”, the cumulative frequency distrilbatiof changes in document rank
averaged over all possible user choices and over all seafahatal of54 for each algorithm-
document combination) was examined. For BayesiartB¥, of random user choices lead
to a worse re-ranking after one iteration of relevance faeklb This compared witB0%
for Rocchio and RSJ.

For Bayesian relevance feedback, this means that if a userteeselect as relevant a
random set of documents from the displayed set, #éf of the time this would lead to an
improvement in ranking. This is higher than one would expleat it is probably due to the
fact that almost all of the displayed documents retrievethbysearch engine are relevant to
some extent. Clearly, users do not behave randomly anduldtizerefore be expected that
the cumulative frequency distribution for real users wéldwven better.

A shortcoming of RSJ is its usage in collections which are bgemous. Since the

retrieval for each query was performed against a local @aeloonsisting of the tof00
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results returned from a reputed search engine, thesegesellikely to be good and possibly
all similar to each other. A specific instance where thisdslii to affect RSJ (more than the
other algorithms) is the initial weighting of the query terorfor all algorithms, an idf based
(N/n;) initial weight was used for a query term. For homogenousectihns, an initial
weight of ((V — n;)/n,;) would be more suitable because a large number of terms méght b
occurring in a majority of items in the collection.

The empirical upper bound on performance of the Bayesiavaete feedback algo-
rithm was shown to be better than that for Rocchio or RSJ amostlapproached the best
possible. It was also more robust/stable to variations éndbcument representation. Fi-
nally, the performance for real users who deviate from tledl” is expected to be very

good.=
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Chapter 4

Descriptive Properties of Document

Collections

In information retrieval (IR) it is often observed that trerse set of design choices for data
processing provides different effectiveness on diffetert collections. While some of the
variation in performance can be attributed to user factbese are algorithmic aspects that
can be investigated in isolation from the user. Logical size of a data collection, the
number of terms used in the representation of documentgvifimge number of relevant
documents per query, the diversity amongst documents, ted elated properties can be
expected to affect retrieval performance. Many of thesggnties would also be indicative
of performance of other text analysis algorithms.

Ideally, it should be possible to analyse a text collectiomiider to predict how well
a particular algorithm will perform against it. While it aggre reasonable to assume that
the distribution of data points, i.e., document vectordl, affect performance, it has proven
very difficult to identify a measure of this distribution th@orrelates with the performance
of a given algorithm.

Traditionally, IR research (which includes clusteringgsdification and retrieval) does
not address this question. Given a dataset, increasinghplex algorithms are proposed
and used on the provided dataset. However, a data analggig/etild provide much needed
information regarding the nature of the dataset, therethiypgiin the design of the required
algorithm. Apart from simply describing the data, of muchregractical usefulness is
the challenge of providing properties that have a cortatvith actual performance. This
chapter describes initial attempts towards this end.

The first property that is considered is the “clustering tamay” of a set of points. This
measure reflects the presence or absence of natural grotips data and is closely tied
with the choice of representation (the document featurarseétfeature weighting scheme)
as well as the similarity metric used. For measuring clastiéity of text documents, a
guantity based on the Cox-Lewis statistic (originally pyeed in [CL76]) is suggested.

At the center of the design of an IR system is the choice ofesgtation and similarity



4.1. Background and Motivation

metric. The second property described here examines waaffibct of adding noise to the
representation has on the stability of the behaviour of itndarity metric. While a formal
and theoretical interpretation of this method is uncleanas its roots in mechanisms for
density estimation and can also be related to the clustézimiency. The following chapter
provides concrete experimental evidence of the utilityhif measure for the particular task
of query performance prediction.

Lastly, a version of the intrinsic dimensionality of a giveet of points is examined.
The global dimensionality of text datasets is typicallytquiigh. But points in a given
neighbourhood (as described by the specific distance meteid) are likely to have much
in common due to their similarities. This local property whaveraged over the entire
dataset provides an indication of tbeherencepresent in the data.

In the context of the current thesis, it is hypothesised daah collections that exhibit
more structure will be more suitable for the use of (pseud@vance feedback. Since the
improvement due to RF has been observed to be different @feratt collections, the aim
is to be able to predict this potential future benefit of uskigby examining the quantitative

properties of the set of text documents.

4.1 Background and Motivation

All design choices being constant, the performance effeatiss of an algorithm routinely
varies depending on the dataset being used for evaluatiotargk part of this differing
performance can be explained away in terms of the individoatacteristics of each dataset.
Amongst other things, the size of the dataset (number ofdeats), its dimensionality (the
number of unique terms) and the relationships between timsp@ocuments) are likely to
be important factors. Even for a single text dataset, cdimgethe collection of documents
to a set of points would involve the choice of the set of featua weighting scheme and
a similarity metric. Each such choice will lead to a datasih wifferent characteristics.
The aim of this research is to define properties of these elatéizat correlates with retrieval
effectiveness, thereby providing a guideline for makingigle choices.

At the heart of all text processing techniques is a simifarieasure. For retrieval, the
ranking of the documents in the collection with respect éoghery is based on this measure,
thereby making it an indicator of relevance. The behavidwsame similarity measures,
including Euclidean distance and the dot product, is knawdegrade (in terms of becoming
non-discriminatory) in high dimensional spaces. This peobis commonly known as the
“curse of dimensionality”. It states that when dealing witity high-dimensional data, the
number of data points required to sustain a given spatiaitjeincreases exponentially with
the dimensionality of the input space. An alternative egpi@n of the problem is that the
number of points in unit volume decreases exponentiallgryi® constant amount of data,
with points tending to become equidistant from one anothAeiq{01].

For textual data, the dimensionality is equal to the numlb@naue terms seen across
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Figure 4.1: Typical object space configurations [Sal75]

the collection, typically a large number. As a consequerfche curse of dimensional-
ity, proximity or nearness as measured by the similarity snemmay not be qualitatively
meaningful. And since this similarity is interpreted aswance - any evidence gathered
from one document may not provide additional evidence foeoitems. Further, the points
(documents) becoming equidistant from each other would teahe collection being an
even distribution of points in the term space.

Though it is difficult to define what it means for a data collecto be “easy” to process,
a uniformly distributed set of points is likely to qualify &ging difficult because of a lack
of structure that a suitably defined algorithm can take aiggnof. An estimation of the
uniformity of a set of points may therefore give an indicataf “difficulty” for some tasks
and this is the hypothesis in the current thesis.

Labelling a set of points (corresponding to documents)adhauniformly distributed as
being difficult is a view mirrored by Gerard Salton in his bd@keory of Indexing” [Sal75].
As stated in the book and illustrated in Figure 4.1 (takemftbe book), “when the object
space configuration is similar to that shown in (a), the egti of a given item will lead
to the retrieval of many similar items in its vicinity, thuasaring high recall; at the same
time extraneous items located at a greater distance arde@esjgct, leading to high preci-
sion. On the other hand, when the indexing in use leads to @m @gtribution of objects
across the index space, as shown in (b), the separationevirglfrom non-relevant items
is much harder to effect, and the retrieval results areylikebe inferior.” Each point in the
figure represents a document and therefore if a collecti@lmofiments represented in term
space does not exhilstructure it reflects a collection that is likely to provide low retrad
effectiveness.

A good starting point for some of the ideas in this sectiornhefthesis is given in [JD88].
Section 4.6 of the book, entitled “Clustering tendency’amines the validity of the blind
use of clustering algorithms on data. Most algorithms witlate clusters regardless of the

presence of natural clusters in the data. In order to makefamied decision as to whether
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or not to commit computing resources to data clustering, @sisential to estimate the pre-
disposition of the data to coalesce into groups. Of courpesterior analysis could be used
to establish the quality of the clustering produced by atehirsg algorithm. However, it
is interesting to ask whether the computational effort gilgipg the clustering algorithm
would be justified at all. This would require the constructimf a measure of the data’s

clustering tendency.

As mentioned above, in application areas of very large dsiogralities, such as vector
space representation of data in text retrieval, certaimiosathay cause all data points to be-
come almost equidistant from each other. When the histogfgrainvise distances is plot-
ted, a complex dataset is defined as one where there is a remblaigh peak with very light
tails. Based on this intuition and some theoretical justifan, Chavez and Navarro [CNO1]
propose the quantity? /202 as theintrinsic dimensionalityof a set of points. Herey is
the mean inter-point distance andis the variance of the histogram of distances. When
points are widely separated (which is one side-effect aeiased dimensionality), the mean
distance between points increases. Furthermore, sincg poit is approximately at the
same distance from every other, the variance is low. Suchesela with large mean and
low variance for inter-point distances, has a large inicigémensionality and implies uni-
formity that may present difficulties for applications whicely upon structure in the data

representation.

There are a few problems with the direct application of iT#ic dimensionality to text
retrieval. The term-document matrix representing a telection is very sparse, i.e., con-
tains an extremely small fraction of non-zero entries sgweh document may contain only
a small subset of terms from the term space of the collectidne to the sparsity of in-
dividual document vectors, the mean inter-document siityjeas measured by the inner
(dot) product of vectors, is almost always equabt@mplying that most document vectors
are orthogonal to each other in the high dimensional spacged¥er, the use of the inner
product as a distance/similarity measure means that thistia metric space (the triangle
inequality law does not hold). The proposed metric is basedistances and text analysis
typically works in terms of similarities. One way of convag the inner product similarity
measure (with an upper bound of 1 for vectors normalised tof bumit length) into a dis-
tance function is by takinfL-simiarlity) wheresimilarity is the cosine dot product between
the document vectors. A cosine similarity value that is atraways 0 would lead to an
average distance close to A value of the intrinsic dimensionality calculated fromchu
data would therefore not account for the possible strudgtutiee set of points. Chavez and
Navarro’s measure might be more appropriate in situatidrey@the data has lower sparsity

and thus leads to non-zero values for inter-point distances

Epteret alin [EKZ99] discuss the problem of measuring the clusterimgdency of a

given set of points. The authors suggest a visual methodashing the histogram of pair-
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wise distances, the presence of multiple peaks in the histogvould indicate the presence
of clusters. However, as has just been seen, this is likddg taeffective in the text retrieval

scenario because of minimal variance in inter-documenitagiity.

Another algorithm to measure the uniformity of a datasetragppsed in [SJ84]. The
authors begin with the null hypothesis that the given setfopoints does not come from
a multidimensional uniform distributionV additional points are sampled from such a uni-
form distribution and are combined with the given set\dfpoints. A minimal spanning
tree (MST) (Appendix A) over the set ofi{ + V) points is then constructed. The num-
ber of links between the data points and the artificially gategl points in the final tree is
an estimate of the uniformity of the dataset - the larger tmaler of links, the more evi-
dence to reject the null hypothesis. However, to build an M&juires the computation of
a complete weighted graph whose nodes represent the pahth@weights for the edges
correspond to distances. In our case, the points would bendexsts, and the complexity
of the algorithm would be&(N?), whereN is the number of documents. This might be

prohibitive for large collections.

Most relevant to the use of textual data is [EHW87]. The diatrecommended by the
authors is a measurement of the density of the term-documatnix (i.e., the percentage of
non-zero entries). Since every document only containsyasreall fraction of all terms seen
across the collection, the term-document matrix for maost ¢ellections usually contains
zeros for over 99% of the entries. The term-document matrafedifferent collections
differ in this percentage. The authors indicate that a higlemsity corresponds to higher
clusterability. While the sparsity/density is most defilyita factor, the exact nature of this
dependence is not indicated. Further, the paper only detiisavbinary representation and
is therefore not suitable for investigating the effect @& farticular choice of representation.
Of importance is the role of the geometry of the set of pointsch would not only depend
on the binary presence/absence of the features, but aldeeamdights associated with the

features used in the representation.

As mentioned above, the representation of a text colledsitypically very sparse. The
term-document matrix is such that the entry in rg\and column; provides an indication
about the importance of terghto document. Though the number of unique terms in the
dataset is quite large, a particular document will contaily @ small number of terms,
leading to most entries in the matrix beifig So far, the effect of the large dimensionality
on the nature of the dataset has been discussed. Howevgradamtwo datasets based on

the number of unique terms in each may be misleading.

Complimentary to the idea of global dimensionality is thbtidocal dimensionality -
documents will lie in a small given neighborhood if they agtated, i.e., if they share some
common terms or concepts. Certain terms will be dominaneitai neighborhoods, and it

is the number of such terms (axes) averaged across a numbeigbborhoods that should
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be interpreted as the dimensionality of the dataset. Ban#dszewski [BO97] suggest a
sampling procedure that reflects the above argument thagthilve set of points as a whole
inhabit a space of very large dimensionality, the localityuad a particular point contains
other points which all together lie on a smaller subspaces aterage dimensionality of
these subspaces is therefore liteal dimensionalityof a dataset.

A related idea is that of aimtrinsic dimensionality(different from the definition of
Chavez and Navarro) which indicates the number of parametquired to model the given
set of points. The geometric interpretation of this quarisitthat the entire dataset lies on
a topological curve of dimensionality less than or equahts value. In [FO71], Fukunaga
and Olsen describe a method for calculating this quantisgtan the eigenvalues of local
regions of the space inhabited by the points. Also of inteasgd®BJD79] which describes a
method for calculating the intrinsic dimensionality usthg identity of each point's nearest

neighbours, and has some similarity with our peturbatiaiyesis (described in Section 4.3).

4.2 Clustering Tendency

A set of points in a real coordinate space (e.g. documentesepted using the vector space

model) can display three types of spatial arrangements:
1. The points are regularly spaced (due to mutual repulsion)
2. The points are aggregatedabustereddue to mutual attraction)
3. The points are randomly positioned

Situations(1) and (3) above do not lend themselves to be suitable for the apicaif
clustering algorithms because of the absence of naturapgrg in the data. Different sets
of points will exhibit varying degrees of tendencies to aggtte, this natural disposition to
form groups is referred to as the clustering tendency.

Based on the information they use, there are different kofdests that measure the

clustering tendency [JD88]:

e Scan tests: A fixed sized window is chosen and the given dassseaned for the most
populous window (i.e., with the most number of points). Agkutarge count would

indicate clustering.

e Quadrat analysis: The entire space is divided into equatisiindows called quadrats.
The number of points falling in each window is counted. Theageounts is known

to follow a Poisson distribution under randomness.

e Interpoint distances: A clustered set of points will haveamndance of small dis-
tances, a regular set of points will have very few small disés and a random set
will be somewhere in the middle. This information is useddenitify the presence or

absence of groups.
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e Structural graphs: Unlike the other methods describedestructural graphs attempt
to measure morglobal information. The test is based on the distribution of theeaedg

lengths for a graph constructed with the given points usisgi@ble distance metric.

Of these approaches, all but the tests based on inter-pistaindes are known to be inef-
fective and computationally very expensive when dealindp Veirge number of dimensions.
This is certainly the case with text documents where the dgiemality is the number of
unique terms (typically a very large number). Amongst thfedént tests of clustering ten-
dency that are based on interpoint distances, an ideal efioidhe application described
here would be computationally effecient, robust with respe characteristics of text data
(e.g. possibly large number of points, high dimensiongdiparsity, etc.) and intuitive.

The statistic suggested here for measuring the clusteeingency of text documents
is based on the Cox-Lewis measure, defined in [CL76]. Itsidiniensional equivalent is
given in [PD83]. For each of a number of randomly generatedtpothe distance between
the randomly generated point and its closest point withendhtaset (called the ‘marked
point’) is calculated. Then, the distance between the ntapgant and its nearest neigh-
bour within the given data is determined. The ratio of thesedistances, averaged over a

number of samples, is the Cox-Lewis statistic.

A rigorous treatment of the calculation of this statistiquies the definition of a spatial
point process which models the generation of the data amdpatsrsides a null hypothe-
sis. Points can be sampled from this distribution to servpsasido data points. For the
Cox-Lewis test, these points are used as the initial randaintg While generative models
have been proposed for text documents [ML02], estimatiegptirameters of these models
involves considerable computation. If it is assumed thatdwmore document collections
share the same generative model, then it is possible toqg@vbasis for a relative compar-
ison between the datasets that does not require normatisati

As has been noted in previous literature [JD88], the dedinitf a ‘sampling window’
from which a random point is generated is a critical factotlie@ Cox-Lewis statistic. Since
clustering tendency is a property that is internal to thedétte generation of the random
points needs to be done with care. In particular, the datatpoiust be sampled from within
a window of appropriate size. The effect of a wrongly chosen@ing window is illustrated
in Figure 4.2.

In both cases, a set of 100 points were picked uniformly ad@emin the interval [O,
1]in 2 dimensions - these are illustrated as crosses in theefgand represent the data-set
whose clustering tendency is being measured. In case @)etarence random point (a
circle in the top right hand corner) is chosen from an unigsti sampling window whereas
in case (b), a sampling window of [0, 1] was imposed in bothetisions. In the first figure,
as seen from the reference point, the data would (wronglg®apclustered. The presence

of points all around the reference point in the second casddaindicate randomness.
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(a) Unrestricted Sampling Window (b) Sampling Window restricted to [0, 1]

Figure 4.2: Effect of a wrongly chosen sampling window

Given a document collection as a set of points in a vectorespihe size of the sampling
window is defined by calculating the minimum and maximum foe vector component
along each axis. This defines a hyper-rectangle. A procddugenerate a random point
within this sampling window now needs to be defined. Thesdaanpoints (i.e., the sam-
pling origins) serve as pseudo data points that provide dammness hypothesis. Being
substitute data points, they should share the same chasticteas the data. Of particular
interest is the sparsity of the given dataset, the generatetbm points should on average
have the same sparsity as the dataset whose clusteringirniddeing measured. In order
to maintain this dependence on sparsity, a point is chosen frithin the dataset and its
non-zero elements are replaced by a randomly chosen vaiug #he side of the hyper-
rectangle for that dimension. This provides all the detzilthe estimation algorithm which

is described in below.

Input:  Text dataset witlv documents and’ terms represented using the tf-idf weighting

scheme such thak; is the weight of ternj in document
Calculate the minimum and maximum along each dimension
T;= MaX(di]‘) Vi<i<N

Picking a random point

For a randomly chosen documeiin the collection

{

For all terms;

{
If (di; # 0)

Replaced;; by a randomly chosen value betwegnandy;
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Figure 4.3: Behaviour of the Cox-Lewis statistic on clusteand random data

Calculating the statistic

Find the pointp in the dataset that is closest to the random point
Similarity betweemn and the random point s,.,..q
Find p's nearest neighbour
Similarity betweem and its nearest neighbout s,,,
CalculateR = s, | Srand

AverageR over a series of random points

Figure 4.3 gives a visual illustration of the intuition betiithis method. Figure (a) shows
50 points sampled from each of two Gaussians and figure (b) showgoints sampled
from a uniform distribution. When the data contains inheusters, the distancé. .4
between the randomly sampled point and its closest neighlibe dataset is likely to be
much larger than the distandg,, between the marked point and its nearest neighbour. In
other words, on average the similarity,,, 4 is much smaller than,,,,, leading to a large
ratio for s,,,/s-qnq. ON the other hand, data with no structure will have a smallerage

ratio s,,,/s.qnq and thus a larger Cox-Lewis statistic.

In the experiments described in this chapter document setxamined using the vector
space model (VSM). For calculating the Cox-Lewis statjstie multidimensional sampling
window is defined as above. Similar analysis can be perfousady other IR models. For
example, in the language model, the sampling origin couldhbiained from the language
model of the collection and the randomness statistic canalmilated by the use of an

appropriate similarity metric (e.g. KL-divergence).

4.3 Perturbation Analysis

Building a text retrieval system involves making choicestfee representation of the doc-

uments. This includes a weighting scheme as well as a sityitaeasure (which will also
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be used for ranking). The ranking function part of an infotioraretrieval system can be
seen as a component that takes as input an appropriatekeihdellection, and in response
to a given query produces an ordered list of items. The éfuess of the retrieval system
is equated to the effectiveness of the ranking function,suesl in terms of being able to
reproduce the ideal ranking (for the given queries) as vealiassible.

The ideal desired ranking is defined as follows and comes flanpractice known as
“Query by Example”. The query used is a data item (here, amieot) of the type the
collection is made of. What can be expected as output if a dentithat is present in the
collection is used as the query? The document used as quarigddie ranked at the topmost
position in the ranking so produced, and any failure to dessofailure of the system.

If the ranking function is fixed, and an ideal required outputlefined as above, the
stability of the system with respect to noise added at thatiepd can be measured. The
effect of this noise, called a perturbation, on the diffeeebetween the ideal and produced
rankings is then an estimate of the stability of this set ah{so(representing documents)
with respect to the ranking function.

Consider a set of documerisrepresented using the tf-idf weighting scheme. Using the
cosine similarity measure, all the elements in this set an&ed with respect to document
d;. It should be expected thdt will be ranked first with a similarity score of 1. Now, add a
controlled amount of noise tB to produceD’. If the similarity of all elements oD’ with
respect tal; is now calculated, depending on the amount of noise addeghdkitiond; in
the ranking will drop. How quickly this ranking falls is trefore a reflection of the stability
of this set of points to the addition of noise. An algorithm éalculating this measure of
stability is provided below.

Input:
1. Text dataset represented using the tf-idf weightingreehe
2. Arange for the variabler (given bya,,;,, 10 atmnaz)

Define:

e Variancgx) = (31, (z; — z)?)/(n — 1) wherez = (}_7_, z;)/n

e N(m,v) is arandom variable sampled from a Normal distribution witkanm and

variancev

For every termy
v; = Variance(d;;) Vd; € C,d;; #0
For @ = amin © Omaz

{
Foralld; € C

{

76
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Forall d;; # 0

{
i = dij + N(0,a % vy)
If (d}; <0) d; =0

}

Calculater = Rank of documend; when it is used as query over

}

Calculate average{) over all documents for this

}

Calculate slope of line of increasing rank with increasing(«)

The « controls the magnitude of the added noise. When comparinglatasets, for a
fixed o, the amount of noise added depends on the variance of eawh ferf the set of
points are random, they are likely to have larger varianaktharefore a larger amount of
noise will be added for the given. There is therefore a relationship between this measure
and the clustering tendency. A tightly clustered set of {soimill have a lower variance
v; for each term leading to lesser amounts of noise added fooseclh and therefore a
ranking that falls more slowly.

When a plot of rank versus is generated for a range of values &arit can be visually
observed that there is a logarithmic dependence betweaankeanda. Therefore, a plot
of the rank withlog(«) will be a straight line and this rate of change of rank overmrayesof

« is what is used to characterise the set of points.

4.4 Local Intrinsic Dimensionality

When given a multi-dimensional dataset the simplest way afildg with it is to define,
if possible, a model that describes the given set of pointsstMtatistical models contain
parameters, and the smallest number of such parameteiisec:épr the modelling of the
set of points is known as thatrinsic dimensionalityof the dataset. This differs from the
true dimensionality of the points which is equal to the nurmdfdeatures in the dataset.

In the factor analysis literature, a technique known asdfral Component Analysis
(PCA) [Shl05] identifies the directions of maximum variamtéhe data thus identifying the
principal axes that capture most of the information in theegidata. In text anaylsis Latent
Semantic Indexing (LSI), which uses the Singular Value Dgpasition (SVD) [BZJ99] of
the original data matrix, is closely related to this teclueigThe column space of the result-
ing matrix is a subspace of the original matrix and represarisemantic” space wherein
terms and documents that are closely associated are plaeeedne another. SVD allows
the arrangement of the space to reflect the major assogtiterns in the data, and ignores
the smaller, less important influences. The resulting cokiare interpreted as being the

important “concepts” in the data.
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In this context, the number of principal components in PCéAnfber of concepts with
respect to LSI) can be seen as the intrinsic dimensiondlitlyi® set of points (documents).
A known shortcoming of this approach is that since PCA (anf) IsSa global technique (it
is performed on the entire term-document matrix) and irmehnear transformations of the
data, it ignores local patterns, which may be important itade neighbourhoods.

As described in [FO71], a more accurate estimate of thensitridimensionality can be
obtained by examining the data in small local subregionse Jét of points in this neigh-
bourhood can be used to calculate tbeal dimensionalityof these points. This local di-

mensionality can be defined in many ways. e.g.:

1. By counting the number of eigenvalues that sum to some fraetion (say, 80%) of

the total variance
2. Use statistical techniques from machine learning toreg# this number

An example of (2) is [Min00] defined in the context of PCA. Tipg and Bishop [TB97]
showed that PCA can be interpreted as maximum likelihooditleastimation. Using this
framework, the probability of the data for each possibleatisionality can be calculated by
integrating over all the PCA parameters (the data mean amahe®). Minka uses Laplace’s
method to approximate this integral. By integrating ovéipaksible dimensionalities and
then choosing the one providing the best fit approximatioa latent dimensionality of the
data can be estimated. With the sampling strategy, baseB®@97], a point and its closest
K neighbours are considered and the dimensionality of thighbeurhood is calculated.
This measure averaged over many points is an estimate ofttkesint dimensionality of the
dataset.

For a given value of{, using the Laplace criterion, the local intrinsic dimemsitity of
K-neighbourhoods is calculated. If the nearest neighbawsiacorrelated (for e.g. as a
conseqguence of the curse of dimensionality), the intridsieensionality of that neighbour-
hood will be low. If this is true across the whole collectidmill be mirrored in a small
value for the average value of the local dimensionality fas . Typically, for small val-
ues of K, there will be some amount of correlation in the nearesthimgr (NN) set. For
larger values off{, depending on the nature of the dataset, the value of théilttciasic
dimensionality will either continue increasing (larger MRits still contain correlation) or
will plateau out (lesser correlation as the size of the NNisé@tcreased). Therefore, the
rate of change of the intrinsic local dimensionality witlspect to increasing size of the
neighbourhoods considered provides an indication of théagmness present in the dataset.

The procedure for calculating the local intrinsic dimensility is given below.

Input:
1. Data that is represented in a Euclidean space (e.g. dontsnwepresented using the

tf-idf weighting scheme)

2. Arange for the number of nearest neighbokir$o be considered
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Algorithm:
For every point in the collection

{

For the given range o
{
Identify the closesk nearest neighbours using the chosen similarity measure

Estimate the local dimensionality of these data points

}

Calculate average local dimensionality for each giv€n

Output the slope of the straight linéd Vs Local Dimensionality

There are many other ways of calculating the intrinsic disn@mality, e.g. [PBJD79,
BS98, Ben69, Tru76]. The particular method used here waserhbecause of its applica-
bility to PCA and therefore its relation to LSI, a techniqubigh has been shown to have

benefits in the domain of text retrieval.

4.5 Experiments

This section describes the use of each of the measures as ddvdke comparison of text
datasets. Seven standard IR collections are considerede®re described in Appendix B.

All seven datasets were indexed using the set of terms autadfter the removal
of standard stopwords and application of the Porter stemener applying the tf-idf
term-weighting. The distancé;; between two documents and j was calculated as
1 — similarity, the dot product of unit document vectors being the sintilarieasure.

Table 4.1 provides details of each dataset. Table 4.2 shHoevsesults of the document
perturbation experiments withbeing in the rangél, 10000] in multiples of10. In this case,
the slope of the line Increasing Rank Wg(«) is used as the measure of complexity - the
larger the slope, the more complex the dataset. For usingtagintrinsic dimensionality
measure K neighbours withK ranging from5 to 25 in steps of5 were considered. A
small slope for the line of increasing dimensionality Ksndicates increasing randomness
as the size of the neighbourhood is increased and therefdieates a collection of larger
complexity. The results are provided in Table 4.3.

The Cox-Lewis statistic provides information about thestdwability of the datasets and
singles out the Time database as being most uniform in dstidition. The seven datasets
can be arranged as Time MED < CACM < CRAN < LISA < CISI < NPL with NPL
being the most clusterable. The Perturbation experimentsde the ranking Time: MED
< CISI < CRAN < LISA < CACM < NPL with the NPL dataset being most sensitive to the
perturbation. The local intrinsic dimensionality crit@miin turn produces the ranking CISI
< MED < CRAN < NPL < CACM < LISA < Time with CISI being the least coherent.



4.5. Experiments

80

Number of | Number of | Average | Number
Dataset | documents unique document | of queries
terms length

LISA 6003 12881 49 35
CACM 3204 13917 92 64

CISI 1460 8436 231 112
CRAN 1400 6437 100 225

MED 1033 9396 84 30

NPL 11429 7713 22 93

Time 424 14175 302 83

Table 4.1: Characteristics of the IR collections considere

Dataset “
1 10 100 | 1000 | 10000
LISA 1.77| 335 | 421 | 435 | 4.44
CiSI 202| 3.38 | 465 | 509 | 533
CACM | 106| 142 | 1.71 | 1.81 | 1.78
CRAN | 101| 133 | 1.76 | 1.85 | 1.86
MED 1.03| 131 | 154 | 157 | 1.58
NPL 8.97 | 14.39| 15.78| 15.58 | 15.46
Time 1.00| 1.04 | 1.19 | 1.22 | 1.24

Table 4.2: Results of perturbation experiments on the dtgas

K
Dataset
5 10 15 20 25

LISA | 3.94| 8.88| 13.91| 18.88| 23.89
CISI 3.98| 8.90| 13.81| 18.93| 23.90
CACM | 3.88| 8.82| 13.82| 18.65| 23.41
CRAN | 3.82| 859 | 13.59| 18.59| 23.53
MED 3.92| 8.58 | 13.83| 18.42| 23.58
NPL 3.96| 8.91| 13.89| 18.91| 23.87
Time 3.50| 8.50| 13.75| 19.00| 23.75

Table 4.3: Results of local intrinsic dimensionality expeents on the seven datasets
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Dataset % Improvement | Clustering Document | Local Intrinsic

in MAP Tendency | Perturbation | Dimensionality
LISA 3.00 0.58 0.28 0.998
CACM 7.64 0.60 0.36 0.997
CISI 7.59 0.42 0.08 0.977
CRAN 2.11 0.44 0.09 0.988
MED 3.20 0.36 0.06 0.983
NPL 6.21 0.80 0.61 0.996
Time 6.70 0.23 0.03 1.020

Table 4.4: Intrinsic dimensionality and clustering tentleaf the four collections

Unfortunately, there is no ground truth ranking of dataieds characterises them based on
their complexity.

In order to investigate if any of these measures correlatid wie performance
of (pseudo) relevance feedback, each individual datasstim@exed using the Lemur
toolkit [LEM] after removing standard stopwords. The setqokries connected to each
dataset was issued against the respective collection amiceatlocuments in that dataset
were ranked with respect to the query using tf-idf scoring.

Using the provided relevance judgements, the performanceach collection (based
on mean average precision) was then calculated. For eacly, qbe top10 documents
were then fed back into the Rocchio feedback algorithm aedetanked set of results were
collected for the modified query. Mean average precision RY8f the modified results sets
were then calculated. The results are provided in Table 4.4.

In terms of improvement in MAP, the datasets can be arrangéiolei order CRAN<
LISA < NPL < Time < CISI < CACM < MED, with pRF being least benefitial for the
CRAN dataset. Unfortunately, none of the properties of doent collections described
earlier in this chapter, were able to predict this orderifigey were therefore unsuccessful in
their aim of being indicators of pRF utility on different daets. The next chapter illustrates

the utility of these measures for the task of query performaarediction.

4.6 Summary

This chapter described quantitative properties of setexifdocuments that can be used
to measure theicomplexity The motivation behind the definition of such propertiesis t
be able to identify characteristics of a text collectiont tben be used to predict the future
performance of statistical algorithms on these datasets.

The first property, the clustering tendency, reflects thegmee of absence of natural
groupings within the data. Assuming that a randomly disted set of points (documents)

will be immune to most algorithms, this clustering tendeinagicates if regularities are
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present in the data which a suitably defined algorithm cae takvantage of. To measure
this clustering tendency, a metric based on the Cox-Lewtisit was defined.

Next, a method of perturbation analysis was introduced.s Pnoperty measures the
stability of the similarity metric (or ranking function) wards the addition of noise (i.e.,
perturbations) to the input representation of the documemte metric was constructed
such that higher sensitivity to the perturbations indidatelarger degree of randomness
present in the input.

The last property which was called the local intrinsic disienality combined two well
known concepts in pattern learning literature. The intdaémensionality of a dataset iden-
tifies the number of axes of the lower dimensional subspatectintains all the given data
points. The local dimensionality argues that though theo§gtoints as a whole inhabit
a space of very large dimensionality, the locality aroundadiqular point contains other
points which all together lie on a smaller subspace. Theqwep measure of the local in-
trinsic dimensionality provided an indication of the cdatéeon present in a set of documents
with lesser correlation indicating a larger complexity.

The properties were unable to pick the collections on whaduplo-relevance feedback
would be most beneficial. The next chapter uses these piepéat another purpose, query
performance prediction. The measures described in thiptehachieve a high level of
success on this task. The aim then is to be to pick individuatigs on which feedback is

likely to provide an increase in retrieval effectiveness.



Chapter 5

Query Performance Prediction

Search engines are designed to generate a ranking of rdeeltsed relevant to the query.
However, depending on thguality of each query, there is likely to be a variance in the
performance on each query. This performance, measuredms & standard metrics like
Precision and Recall, can be calculated with the help ofiaia relevance judgements in
the research setting. But in the case of hew incoming quér@g can the performance be
estimated?

This is particularly important because an acceptable lef/@erformance needs to be
provided for each individual query. Most users have expegs of issuing a query and
either finding a relevant document immediately or spendomgsitierable time and effort to
no avail. These latter searches are frustrating to user# anfficiently frequent, a search
engine risks losing users. It is therefore critical thas ithderstood why searches fail. And
since some failure is inevitable (a search engine cannotfiedevant document if it is not
indexed) it is also important to predict when such failuresus in order to take remedial
action.

This chapter reviews some recent work in this direction teefivoviding results of ex-
periments. The properties of documents described in theque chapter are utilised for
the task of query performance prediction, going by the gdmate that the leseandomthe
result set of a given query, the more likely it is that theiestl has been successful. An
application of this performance prediction is providedamts of a selective application of

(pseudo) relevance feedback.

5.1 Motivation and Background

There is a considerable interest within the Informationri®eal community in estimating
the effectiveness of search. Having such a measure woulddfaldfor a variety of pur-
poses identified in [YTFCDO5] and include (i) providing féadk to the user, (ii) providing
feedback to the search engine, (iii) providing feedbackhto database creators, and (iv)
optimising information fusion for meta-search engines.

A number of strategies have recently been proposed for aitigisearch effectiveness.



5.1. Motivation and Background 84

They can be broadly categorised into two classes. The fissdk based on an analysis
of the query. Amatet al [ACRO04] propose an information theoretic function in thévai-
gence from randomness” framework to predict the averagegioe for a given query. This
guantity is then used to apply query expansion selectitdéyand Ounis [HOO04] describe
a method for predicting query effectiveness based on theydeegth and the distribution
of the inverse document frequency values for each of thetitoest terms. Unfortunately,
these methods were able to achieve only limited successaiimtt the difficulty of the task

and the need for more elaborate methodologies.

The second class of algorithms is based on an analysis okthieved document set.
Cronen-Townsendt al [YTFCDO5] define a clarity score that depends on the queayis |
guage model estimated from the top-ranked documents estloythe search. Independent
of the queries, a collection language model can be calallater all the documents in
the corpus. The clarity score is given by the relative entiogtween the query’s language
model and the collection language model. Queries whichditahguage model of the entire
document collection are considered too general, leadiragldwv clarity score. In contrast,
a query that identifies only a subset of the collection hagih Bpecificity and thus a high

clarity score.

Yom-Tov et al [YTFCDO5] propose a method that uses a variety of heuris@tures,
including the overlap of result sets obtained using the yjaexd each of its sub-queries.
It is assumed that the larger the agreement across ressjlttietmore likely it is that a
suitable set of documents has been retrieved. Other featrkide the score of the high-
est ranking document and the number of words in the query. féatires are linearly
combined using weights that are estimated from a learnirag@tthat requires a set of
ranked query/response data as a training set. After tiginire experimental results re-
ported in [YTFCDO5] demonstrated the best performance te, déth a Kendallr statistic

(Appendix A) 0f0.439 using the same dataset as in the work reported here.

In this chapter, four measures derived from propertiesridest in the previous chap-
ter, that focus on the geometry of the retrieved documentsetused for estimating query
performance: (i) the clustering tendency as measured b@dlelewis statistic (ii) the sen-
sitivity to document perturbation (iii) the sensitivity tuery perturbation and (iv) the local
intrinsic dimensionality. Sections 5.2.1 - 5.2.4 providdescription of the applicability of
each feature for this task. Section 5.3 reports experirhegdalts for ranking200 queries
based on their search effectiveness over the TREC discs 8 dathset (Appendix B). The
relevant documents for these queries are known and usedttdate the average precision
for each query. The precision statistics provides the giewunth ranking of queries that is
then used for comparison with other methods and calculdiegorresponding Kendat-
statistic. Section 5.4 provides the results of some expmarimmwhere query performance

prediction is used for selective application of pseudovaaiee feedback. The chapter con-
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Figure 5.1: Pictures of Relevance

cludes with a summary and discussion.

5.2 Identifying the Features

Before describing the features to be used for the task, itdvoeiuseful to identify, at a very
abstract level, the properties that would be desirable afexygin an information seeking
environment. At this point, it is helpful to think in terms thfe vector space model because
the arguments that follow are based on spatial relatiosship

Having made a choice regarding the weighting scheme to lzkaugkthe similarity met-
ric, the documents can be thought of as points in a very higtedsional space. Querying
this collection corresponds to generating a pseudo data fairresponding to the query)
and calculating its nearesfs neighbours. When relevance judgments are available, these
ng neighbors are evaluated to see how closely they match theedesutput (the judged
relevant documents). In the case of query performance gred; the relevance judgments
are unavailable and therefore indicators which are likelyrovide clues about the achieved
performance need to be identified.

In the ideal case, the data point corresponding to the quewydibe an indistinguishable
part of a larger document set which would be the exact set ofients judged to be
relevant to that query. And this set as a whole would be rechénaem the other (implicitly
irrelevant) documents of the collection. It is of course &liva of every IR system designer

to achieve this situation for every query.
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However, due to the particular choice of features and reptasion (which is more often
than not based on heuristics), this ideal situation is @hfiko occur. What is more likely is
that the query will lead to the retrieval of documents, a féwvhbich are relevant and a few
of which are not. In the absence of knowledge provided by anlerthe closest neighbours
(i.e., the highest scoring documents) are all assumed ¢waet and their separation from

the other documents in the collection can be measured.

The role of the query decision boundary is very importantisTecision, in the case
of range searches, would correspond to a delimiter, andthitagty of all documents that
are outside it with respect to the query would be below theifipd threshold. In the case
of nearest neighbour queries, the decision boundary woelldittated by the number of

neighbours that need to be retrieved.

There are two cases which could be deemed ‘undesirableubedaey do not corre-
spond to the ideal situation. This is where (a) the resulissér from the query (b) the

result set exhibits no unique structure that distinguishiesm the rest of the collection.

The first refers to the situation when the pseudo data pomésponding to the query is
in a neighbourhood that is not inhabited by other documeéhis(small enough) threshold
had been specified for range-based retrieval, few, if argueh@nts will be retrieved. Since
a pre-specified number of documents are required to bewedtriln the case of nearest
neighbour queries, documents which are ‘far away’ could &le part of the result set.
Accounting for such a situation is the intuition behind gsthe score of the top ranking
document as a clue regarding the query performance in otlegy gperformance prediction

methods in literature.

When the result set contains documents that are not clustefapatially random’),
even though they may contain documents relevant to the gtrease is no definition that
makes the result set distinct from the other documents indhection. Apart from the ideal
case, there is unlikely to be a clear and well-defined boynblatr rather a gradual change.
However, a lack of cohesiveness amongst the retrieved dextsnvould indicate the lack of
any evidence to pick that set over any other - apart from tHemdavidually having a high
similarity with respect to the query. Measuring this cotiesess is therefore an estimate of

the quality of the result set.

Figure 5.1 provides the visual representation of the idedkis section for the simple
2-dimensional case. In all the figures, the query is disglaygea solid square (in the center
of the figure), the relevant documents are dots () while tion-relevant documents are
pluses (‘+'). The decision boundary for the query definesdbeuments that will be part
of the result set - the points inside the circle are amongsngarest neighbours and the

remaining points are not chosen.

It is important to note that there is no distinction made letw occasions when the

undesirable occurs due to a property of the query (the guetlyad’/difficult’) as com-
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pared to when it occurs due to a design choice (the reprasemtsimilarity metric, etc are
unsuitable).

Recent work by Carmett al [CYTDPO06] provides an alternative framework for dis-
cussing the difficulty experienced when trying to retriestevant content from a collection
of documents. The Reliable Information Access (RIA) woksfHBO04] brought together
a selection of top research IR systems in order to investiggggtem-dependant and query-
dependant factors that contribute to topic difficulty. Thaimfinding of the workshop was
that some queries are inherently difficult, and this diffigelan be expressed in the form of

five distances (represented graphically in Figure 5.2) :
1. d(Q, C) - The distance between the queri€s @nd the collection)
2. d(Q, Q) - the distance amongst the queries
3. d(R, C) - The distance between the relevant documeR})sahd the collection
4. d(R, R) - The distance amongst the relevant documents
5. d(Q, R) - The distance between the queries and the relevant docement

The distanced’ can in general be any appropriate measure (e.g. cosine)exXperi-
mental results in the paper, the authors use the Jensem@&@h&rivergence (JSD) measure
given by

JSD(d;,d;) = %(D(di,dj) + D(dj,d;))

whereD(d;, d;) is the KL-divergence as given in Equation 2.14.

The paper points out that the single most distinguishindityuat a difficult queryis that
it covers multiple aspects, i.e., there is variability ir ttifferent expressions of the same
information need (expressed as a large distal{¢g @)) and the wide range of relevant
documents that need to be retrieved to satisfy this quesarge distancé(R, R)). Typically
in the research scenario, there is only one expression faea guery (the set Q contains
only one element) and therefadéQ, Q) cannot be measured.

The paper however does show a positive correlation betwéBnR) and a query’s
difficulty. With respect to Figure 5.1, this translates te tkelevant points (the dots *.)
being widely spread. However, the distamif€), C) is shown to have minimal effect on the
quality of the query, indicating that “Undesirable Querydbes not occur in practice.

This framework for analysing queries provides clues towdeditures that are likely to
be helpful while identifying difficult queries. The rest dii$ chapter describes the use of the
features described in the previous chapter for the purpbgeary performance prediction.

The method used in this thesis to predict query performanal/ses the result sets re-
trieved in response to the query. Therefore, if the restiises not contain multiple aspects
(where an ‘aspect’ refers to a topic or concept), it can beriefl that some of the aspects
have been missed. A query for which the result set contairtispleaspects (i.e., a query on

which the retrieval performance has been good) can theréfidentified by measuring the
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Queries Documents

Collection

Figure 5.2: Model for explaining query difficulty [CYTDPO6]

clustering tendency of the result set (the different aspar different clusters). The mod-
ified Cox-Lewis statistic described in the preceeding obiajst used for this purpose, after
a normalising factor to account for ttspreadof the aspects. In the absence of relevance
judgements, the sét is approximated by the query’s nearest neighbours (thdt st and
the distancel(R, R) here is represented by the Document Perturbation and dittrirocal
Dimensionality features. A new feature, called Query Restion, is introduced to reflect
d(R,C).

The following sections provide the reasoning behind theliegipility of each of the
features for the task of query performance prediction legbooviding results of experiments

to measure their effectiveness.

5.2.1 Clustering Tendency

The “cluster hypothesis” [VR79] states that documentsegieto a given query are likely to
be similar to each other. Thus, documents relevant to a qarergxpected to form a group
that is distinct from non-relevant documents. In practthés hypothesis is exploited in its
equivalent form: the lack of clusters in the result sets kemato imply that the set does
not contain relevant documents, provided that the set gelanough, i.e., larger than the
expected number of relevant documents for the query. Irr @tbeds, detecting a high level
of ‘randomness’ in the result set implies the absence of/aatedocuments and thus low
precision and recall for the given query.

A considerable body of literature in pattern learning ceviie clustering tendency of
a set of points. A good introduction to useful techniques lwarfiound in [JD88]. For the
experiments here, a modified version of the Cox-Lewis stafi€L76] defined in Chapter
4 is used.

The Cox-Lewis statistic is based on the ratio of two distand§ the distance from a
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randomly generated sampling point to its nearest neighindhe dataset, called the marked
point and (i) the distance between the marked point andeigsest neighbour. A rigorous
calculation of this statistic requires the definition of asal point process which models
the generation of the data and provides the initial randomtpoHere, a much simplified
version is used, where instead of using a spatial randomepso@oints from within the
dataset are picked and their weights are replaced by ranatues/chosen from within a
sampling window and these serve as the random generatets.poin

When the data contains inherent clusters, the distdngg between the random point
and its marked point, i.e., the closest neighbour in thesgatas likely to be much larger
than the distancd,,,, between the marked point and its nearest neighbor. Thistiggian
drand/dnn should therefore reflect the presence or absence of inhgneumpings present in

the data.
Approximation of the Cox-Lewis statistic

As has been noted in previous literature [JD88], the dedinitf the sampling window,
a region in the data representation space from which thea points are picked, is an
important factor for the Cox-Lewis statistic. Since thestéring tendency is a property that
is internal to the data the random points from the data set toeelee chosen with care. In the
experiments that follow, the sampling window is defined tahlmesmallest hyper-rectangle
that contains all the documents in the result set.

Once the sampling window has been identified, each randont isaienerated by start-
ing with a point randomly selected from the retrieved setazfudnents. Each non-zero term
weight is replaced with a value chosen uniformly from thegeathat corresponds to the side
of the sampling window in that dimension. The points from da¢aset are thus used only
to determine which components to assign a random value to.

The clustering tendency of a given set of points, here thdtrest, is dependant on their
sparsity, i.e., the proportion of non-zero values in therimakepresentation of the points.
The sampling points serve as pseudo-data points and themrgfolacing only the non-zero
components by randomly chosen values maintains the depeynda the sparsity while
eliminating the need for defining a generative model of tha.da

Having obtained a random sample point, its nearest neighhitin the result set, the
marked point, is determined and the distance between therongputed. The distance
between the marked point and its nearest neighbour is tHeunlated. The ratio of these
two distances provides an estimate of the randomness pregain the retrieved set of
documents.

When working with text documents similarity between pairslotuments or a docu-
ment and a query is given by the cosine measure. For the mugdaguery performance
prediction, this measure is tailored further using the gwEpendant extension of the dot-

product described by Tombros and van Rijsbergen in [TvR®4hongst the alternatives
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suggested, the similarity between two documents is cakxdilaere as the product of their

cosine dot product and the query-dependant component.

Zk 1 dikdik Zk 1 SRk
\/Zk 1 szk 1 ]k \/Zk 1(3ka lqk

whered; andd; are the two documentsd;,, is the weight of ternk in document, 7" is the

S'Lmquery (dla d |q (51)

number of unique terms in the collectianis the query and is the vector of terms common
to bothd; andd; with weightsc;, being the average ef;;, andd;y,.

Thus, pairs of documents are close to each other if they sbares among themselves
and with the query. Therefore, their distance is not an albs®hlue but relative to the search
context, i.e., the query. If two documents do not contaimgterms their query-dependant
similarity will be O regardless of how close they may be webairds to the cosine similarity.
This measure is used to determine both the marked pointshandntearest neighbours in
the dataset and thus obtain a query specific Cox-Lewis ttatis

As described in [CYTDPO6], some queries are inherentlyaiffibecause they con-
tain multiple aspects which can sometimes be quite diftefirem each other. In terms of
the distances used in [CYTDPO6], this would correspond targeld(R, R). When us-
ing the clustering tendency as described here, the distateesen different aspects will be
reflected by the length of the sides of the hyper-rectangl@sponding to the sampling win-
dow. In order to reward those queries where the result settismly clusterable (different
aspects have been retrieved) but the result set contaiastagpat are diverse, the computed
Cox-Lewis ratio is multiplied by the average length of theesi of the hyper-rectangle.

A higher clustering tendency is thus implicated by a largdu® of the ratio:

StMmgyer (dm dnn |q
CT, = Mean ( qUETY o - Yi) (5.2)
4 Slmquery (pspa dmp ‘q TZ

whereq is the queryp;, is the sampling point/,,,, is the marked point, i.e., the document
with largest similarity with the sampling point, antj,,, is the nearest neighbour of the

marked point. Here:; represents the maximum amg the minimum weight for a term

across the retrieved set. Bath andy; are calculated when defining the sampling window.

The quantity given in the above equation is taken to be ptap@l to the average precision

of this query.

5.2.2 Document Perturbation

Given a set of retrieved documents, consider the situatiovhich a document is randomly
selected from the result set and used as a pseudo-queryhevattieved set of documents.
It should be expected that the new result list will have tleay\document ranked first. What
would be the effect of adding noise to the representatiomofi & document? A perturbed
version of the document is issued as a pseudo-query and theamd that the original

document assumes with respect to the search with the mog#iato-query is recorded.
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This analysis is performed for all of the documents in thelteset and the rate at which
the average rank changes depending on the noise is cattulatee precisely, the increase
in the document rank, (as the original document falls dovenligt), averaged over all the
documents, against the level of introduced noise is plofiée slope of the corresponding

curve is used to estimate the retrieval performance for ayque

Specifically, consider a documedt from the result set containinggs results for a
query. LetS be the matrix that comprisess columns corresponding to the vectors of re-
trieved documents. When using the cosine dot product folaiitiés between documents,
sim(d;, d;) = d;.df = 1 whereX7T denotes the transpose. This givegmaz(d;.ST) =
i, assuming that the result set does not contain duplicatendewts. Noise is added to the
document vectod; as follows. Every non-zero term-weighy; of this document is altered
by adding to it a random value drawn from a Gaussian Withean and variance x* v;.
The valuev; is the variance for termj seen acrosS. Increasingy increases the magnitude

of the noise.

The perturbed documedt’ differs fromd; and therefore it will not have a similarity of
1 when compared with the unperturbed versihn The number of elements # that have
a larger similarity withd;’ thand; determines the new rank of the original document.oAs
increases, the amount of noise increases and the rank gestia fall before stabilising at

ng/2, which is essentially a random ranking.

It has to be noted that if a fixed amount of noise is added to dorarset of points and
a clustered set of points, respectively, the clusteredssiétealy to be more prone to a fast
change in rank since the points are tightly grouped. Howekernoise added here is data
dependant. For a given value @f the magnitude of introduced noise is dependant on the
variance observed in the given data set. Between a randora ahtstered set of points,
the random set is likely to have a larger variance and thexdfave a larger noise added for
the samex. This, in turn, leads to a larger change in rank of the origiterument when
the perturbed document is used as a query. It is, therefasonable to expect that the
inverse of the rate of change of document rank With(«) will be related to the clustering

properties and, consequently, to the average precisidreajuery.

In the experiments described here, the range whs selected through experimentation,
aiming at the amount of noise that is sufficient to induce alsrgand monotonic behavior
but not too high to causes erratic behavior. In order to ifiethe ideal values fory, a
wide range was tried and a plot of ranks verausas generated. This plot is an S-shaped
Sigmoid curve, ignoring the values afat the flat regions at the extremeties of the curve

provides the range used for this dataset.

Since the perturbation process involves an element of randes, multiple sample av-
eraging was used to ensure the stability of the observedureaghe rank of a document

at a given level of noisen() is calculated as an average over ten samples.
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5.2.3 Query Perturbation

For a specific query and a retrieval model, the terms withingbery are given particular
weights. Altering these weights by a controlled additionnofse produces a perturbed,
“noisy”, query. If the retrieval algorithm is a nearest rtgigur search, the set of documents
retrieved by the original query will most likely be differiefiom the set retrieved by the
perturbed query. The query perturbation feature atteropteeasure how distant the original
result set is from the documents in the collection that wdngldetrieved as a result of small

perturbations in the query.

The rationale is that if the original result set forms a tighister that is significantly
distant from other topical clusters in the collection, aithé magnitude of the added noise
is small compared with the distance between clusters, thesisy query will still retrieve
most, if not all the documents from the original set. As thesaanagnitude increases, the
query is increasingly likely to retrieve other document$ieTate at which this occurs is

used as an approximate measure of the inter-cluster distanc

This approach is similar to the document perturbation agghraescribed in the preced-
ing section. There, the structure of the result set was bmiadysed while this feature looks

at the structure of the document collection in the vicinityree query.

This measure is also related to the one described by YonefTal[YTFCDO05] where
the authors examine the overlap between the result set dhe tuery and the result sets
corresponding to each sub-query. Sub-queries are obtéimeda given query by forcing
the weights of certain terms to be zero. In the method destriere, the weights are
perturbed by a relatively small amount. In either case, geladegree of overlap between
the results of a query and its variants indicates a moreestaléry whose performance is
then predicted as being good.

Let S be a set ofrg documents retrieved in response to the qugryEvery non-zero
weightgy, in q is perturbed by adding noise from a Gaussiafi-afean and variance * vy,
to generate a new queyy. The variance term,, is calculated from the entire collection of
documents. This perturbed query is then issued againsbtteeiion retrieving a se®’ of
ng documents. The number of elements commoB @ndS’ is an indicator of the query
sensitivity. The overlap is calculated across a range, @k., noise magnitudes.

The effect of perturbing the query is reflected in the differe between the result sets
for the original and the noisy query. A comparison betweeséhtwo sets can be performed
using a number of measures, the simplest of which are selapvstatistics like intersec-
tion, Jaccard’s distance, etc. Since document rankingduged by queries is of interest,
situations where the result sets are the same but the dotsiewenin differing orders also
need to be accounted for. To measure such differences, ihereédavenshtein distance is
used. The Levenshtein distance between two strings is timd@uof operations such as in-

sertions, deletions, and substitutions, required to tamsiring into the other. This distance
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is used to measure the sensitivity of the result set to thiations of the query.

More precisely, the slope of the curves that represent ttrease in the Levenshtein
distance as a function dfg(«) asa increases is noted. This slope is expected to be inversely
proportional to the average precision. Again, multiple pba® (ten) were used to average
possible irregular effects. The pseudo-code for the querjuation procedure is given
below.

Input:
1. Atext collectiorC represented using the tf-idf weighting scheme
2. A setof querie§)
Algorithm:
Calculatevariance; which is the variance along each dimension from amongstmecis

in C that contain terny

For each query irnQ
{

Issue query ta&C
Collect 100 results - called the originalet

For o = amin @ max

{
Fors=1:10
{
For each termk present in this query
Weight =Original_weight + Gaussian(0n*variancey,)
Issue query to the entire dataset
Collect 100 results - called the noiset
Find the Levenshtein distance between origisef and noisyset
}
Find average distance over multiple samples for this alpha
¥

Find average distance for each given
Plot average distance \tsfor the range otv's

Find slope of the line for this query

5.2.4 Intrinsic Local Dimensionality

In the vector space model, documents are considered to bésgnia high dimensional
space with coordinates corresponding to the distinct ténntise collection. However, any
given document contains only a small fraction of all the rnTherefore, while the di-

mensionality of the entire set of documents is high, the dsi@nality of a subspace that
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a sub-collection of documents occupies can be much smalle. number of parameters
required to represent a set Bf points in a7’ dimensional space is called the intrinsic di-
mensionality and will always be less tharnin(N,T).

There is a considerable literature dealing with the catamneof intrinsic dimensionality
of a set of points. Fukunaga and Olsen [FO71] describe a rddthsed on the eigenvalues
of local regions in the space occupied by the points. Thisrtiggie requires the definition of
a threshold for significance of eigenvalues. Rather thaitrartty fixing this threshold, the
experiments described here apply Bayesian model seleasiog the Laplace criterion by
Minka [Min00] which suggests the optimal number of compdséa be used for principal
component analysis (PCA).

The number of dimensions required to model a given set of Wleats is an estimate
of its “complexity”. If the Laplace criterion is calculatddr the whole set of documents, it
gives us an estimate of the global dimensionality. Intestaioent relationships, on the other
hand, lead to local groupings. Measuring the number of carapts needed for each such
restricted group gives an estimate of the local dimensitynal

Given the set of retrieved documents, for each point in thiisiss closes#’ neighbours
within the result set were identified, wheféranges fron® to 20 in steps of5. The number
of components suggested by the Laplace criterion for thisfs& + 1 data points, i.e., the
point itself and itsK” neighbours, is the intrinsic dimensionality of that neighihood.

For a givenK, the intrinsic dimensionality of th& neighbourhood of each point was
calculated and averaged over the result set.KAs increased the change in the intrinsic
dimensionality can be observed. The slope of the increastrigsic dimensionality of the
result set versu& was used to predict the search performance. The underlgsgaption
is that a high dimensional dataset can be decomposed inieadtimensionality component
and noise. If there is a large amount of noise in the data,uh&ber of parameters required
to model this essentially random set of points is small. &feee, the higher the intrinsic

dimensionality for a given set of results, the more likeligithat the query is effective.

5.3 Experiments

The aim of the query performance prediction task is to of selne able to provide an esti-
mate of the quality of the result set generated from a singlenggquery. Can a mechanism
be defined which can look at a user query in isolation and es#iits difficulty? This can
be called ‘absolute judgement’ because the performancaabf guery is independent of all
other user queries.

The experiments described in this section follow the gingsl of the TREC Robust
Track 2004 and 2005 which uses ‘relative judgments’. Héretask is to provide a compar-
itive ordering of two queries A and B based on their individeffectiveness, i.e., amongst
the two queries, which one had the better performance? Wlheistgeneralised to a list

of ng queries, the task becomes one of predicting a ranking oeesehof queries based
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on the performance on each individual query. Thereforéerathan being able to predict
the quality of a single query in isolation, the objectiveasbie able to generate a relative

ordering of all the queries based on estimated performance.

The performanceof a query can be measured in many different ways. As destitbe
Section 2.3, a variety of measures can be used to evaluagffdfutiveness of each query.
As described in the guidelines of the Robust Track, the éxyts here use the average
precision of each query to reflect performance. Using thdabla relevance judgements,
the average precision of each query can be calculated. $theflig queries can then be
ordered based on their performance, and predicting thieriomgl is the aim of the query

performance prediction task.

TREC disks4 and5 were indexed using the Lemur toolkit [LEM] after removingust
dard stopwords. For each of thé0 TREC topics301 — 450 and601 — 650, the description
field was used to formulate a query. Two alternative rettievethods, tf-idf and Okapi,
were used to collect the ta0 results for each query. In either case, the default paramete
settings were usedl100 results were considered for each query with the knowledge th
the average number of assessor-judged relevant docunoetissfset of queries is between
60 and70. The average precision was calculated for each query wilofithe available
relevance judgments. This provides a “ground truth” ragkif queries according to the

average precision.

The 100 results collected in each case were converted into a setinfspasing the
tf-idf weighting scheme where the weigli; for a termj in documentd; was given by
log((N +1)/(n; + 0.5)) = t;;. For each query the values of all four measures described
in the previous sections were calculated for the correspgnesult set. The 200 queries
were ranked according to each measure and this was compidbetth@vground truth query
ranking. The correlation (as measured by the Kendplhetween the average precision
ranking and the ranking based on each measure is an india#tibe utility of the measure
for query performance prediction. Table 5.1 provides thad&d-~ correlations between

the predicted and actual ranking for each of four features.

As can be seen, for tf-idf retrieval, the document pertudpmatnethod provides the best
performance with a Kendait-of 0.521. This compares favorably with [YTFCDO05] which
achieves a score 0f439 on the same database. Moreover, unlike [YTFCDO05], the ntetho
described here does not require any learning and assumgs anbnotonic relationship
between the features and the average precision. The otleerfématures also perform well
when compared to methods used for the same purpose, suck asdlof the standard
deviation of IDF of query terms, score of top ranking docutagatc. [YTFCDO05, HO04,
CTZCo2].

The results for Okapi are slightly different. The documeettprbation method con-

tinues to be the most accurate predictor of query performavith a Kendallx of 0.343.
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Kendall-7 | Clustering Tendency | Document Perturbation | Query Perturbation | Laplace

tf-idf

0.445 0.521 0.174 0.267

Okapi

0.165 0.343 0.305 -0.050

Table 5.1: Correlation between each of the features andikeage Precision

Compared to tf-idf retrieval, the query perturbation methas a much higher degree of cor-

relation with average precision (a value(o305) whereas the local intrinsic dimensionality

has a negative correlation.

Combining predictive measures

Since each of the four predictive measures captures a atiffgaroperty of the result

set, combining them could yield a further improved pregeterformance. This could be

achieved by constructing a problem of learning this rankingr the set of queries by con-

sidering labeled examples of pair-wise ordering betweatigs. In order to avoid the cost

of learning, only a simple arithmetic mean of the four measwras considered. However,

since each measure has values from different numericaésatigey need to be normalised

before averaging.

Three forms of normalisation were tried:

1.

The same-mean normalisation. Fix one of the measuresgengitivity to document
perturbation) and alter the values for the other three mreasao that they all have the
same mean. If the measureis fixed, then all values of the measur&X are changed

asx = (z-mean (Y)) /mean (X).

. Min-max normalisation. Normalise each measure indepethd by mapping

its value onto the[0,1] interval. This can be achieved by the mapping: =

(x — min (X)) / (maz (X) — min (X)), for all valuesz of the measureX.

. Inverse-tan (arctan) normalisation. Since three of tieasures: the document and

query perturbation and the change in intrinsic dimensionaépresent slopes, their
value is normalised by applying the inverse tan (arctangtion and dividing byz.
This provides the mapping onto tfi 1] interval. The values for the Cox-Lewis statis-

tic were normalised using the min-max method in 2).

Table 5.2 shows the performance of the combined predictoedch of the three de-

scribed normalisation approaches. It shows the Kendalbrelation between the query

ranking based on the arithmetic mean, i.e., the average d¢dhe four normalised mea-

sures, and the average precision ranking. Since any sutibet four measures can be used

for prediction, the optimal combination was also invedigeand the Kendakl-for the best

achieved correlation with the average precision rankingiss provided. The normalisa-

tion does not affect the performance of the individual meassaince all three normalisation

methods are monotonic transformations of the originalessorhus, the performance of in-
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o tf-idf Okapi
Normalisation ) ]
Average Best Achieved Average Best Achieved
0.561 0.365
Same mean 0.561 0.299 | (Document perturbation +
(Average of all) ]
Query perturbation)
0.550 0.369
Min-Max 0.457 (Clustering tendency +| 0.310 | (Document perturbation +
Document perturbation) Query perturbation)
0.562 0.367
(Clustering tendency + (Document perturbation+
Inverse-tan 0.561 ) 0.229 )
Document perturbation + Query perturbation)
Query perturbation)

Table 5.2: Combining four search effectiveness measures

dividual normalised measure is the same as shown in Tahl&S.éxpected, a combination
of the features is able to achieve better performance thafeature independently.

If the two ranked lists, the actual and the predicted rarkiofg: entries are considered
to be independent, the Kendallean be approximated as a normal variable of zero mean
and varianc@(2n + 5)/(9n(n — 1)) (for n = 200, the variance i6.0023). This means that
the values for the correlation reported above are signifieaan at the 99.9% confidence

level.
Characterising queries

One important application of methods for search perforragmediction is to flag
gueries for which the system has not retrieved good seastlitsebefore the results are
presented to the user. The ability of the measures desaib@ek to distinguish successful
from unsuccessful query searches is therefore explored Tia® respective best performing
predictors for each retrieval method (average inversewamalised scores of the clustering
tendency and document perturbation for tf-idf and averagemax normalised scores of
document perturbation and query perturbation for Okapg assessed for this purpose.

The 200 queries were sorted in ascending order of the correspordigigige precisions
and the queries that fall into the 10%, 20%, 30%, etc., of tymesforming queries accord-
ing to average precision were considered. The queries vasileed according to the best
performing search effectiveness measure in each case abdttiom 10%, 20%, 30%, etc.,
performing queries were identify. The overlap between #ts sf these queries was com-
puted to identify the agreement level. The results providethble 5.3 show that for tf-idf
retrieval, the method can identify unsuccessful searchfsansuccess rate between 55%
and 74%. As can be expected from the lower correlation witnaye precision, for Okapi,

the best performing predictor was able to identify unsusftesearches with success rate
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% Correctly identified | 20 worst | 40 worst | 60 worst | 80 worst
tf-idf 55 65 68 74
Okapi 25 45 58 66
Random 10 20 30 40

98

Table 5.3: Effectiveness of identifying the poorly perfangtopics

between 25% and 66%.

More often than not, the queries for which sufficient relévamtent has been returned
do not require any further attention. Being able to identiifg poorly performing queries
provide the opportunity to take remedial action, which cdouvolve invoking alternative
retrieval strategies. As illustrated in Table reftableritfyWorst, the query performance
measures proposed in this chapter are able to pick out theudtifjueries with a success
rate much higher than random thereby providing a mechanishetable to handle such

gueries with extra care.
Relaxing Kendall-r

The Kendallr is a non-parametric measure that indicates the correlatbween two
variables. It lies in the range-1, +1] with +1 signifying perfect correlation. Here, the
two lists are the actual and predicted rankings. As desgribg\Voo03], the Kendall
might not necessarily be the most appropriate measure wiadueding a query performance
prediction method. This is because it is a strict metric geatalises any differences in the
lists of the two variables.

Consider two queries which have average precisions of h@10a011 respectively. A
strict ranking based on effectiveness will show that th@sdaquery has a higher effective-
ness than the first one. However, for the purposes of quefgrpggince prediction, to some
extent, it does not matter if they are ranked one way or theroth

This section provides a relaxed version of the Kendathetric and uses it to measure
the accuracy of the query performance predictor. It is ssiggkthat this relaxed metric is
more appropriate for the query performance prediction ¢ésglecially when the focus is on
identifying poorly performing topics.

As defined in Appendix A, the Kendatl-metric is defined as follows. Given two lists
6, and#, each of lengtm, for each pair(i, j); i,7 < n; if <« andj are in the same order
in 6, andfy, then there is a penalty 6f However, if they are in opposite order in the two
rankings, then there is a penaltylofTherefore a penalty is addediiind; are in different
order in the two lists, even if they differ by just one rank.ighequirement is relaxed by
only adding a penalty if and;j are in opposite orders and they differ by more tham both
rankings. By increasing, a more and more lenient form of the Kendalmetric can be
obtained. Having = 0 gives the originahard version of the Kendal metric. Table 5.4

provides the result for each of the four features and tf-édfieval with this relaxed version
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Clustering Document Query Laplace
Tendency | Perturbation | Perturbation
Hard Kendall+ 0.445 0.521 0.174 0.267
=1 0.445 0.521 0.174 0.267
6=2 0.445 0.521 0.174 0.267
6=3 0.445 0.522 0.174 0.267
6=4 0.446 0.522 0.174 0.268
0=5 0.447 0.524 0.176 0.268
6=6 0.449 0.525 0.177 0.269
0="17 0.451 0.527 0.178 0.271
6=38 0.452 0.530 0.179 0.273
=9 0.455 0.532 0.181 0.274
d=10 0.457 0.534 0.183 0.276

Table 5.4: Correlation between each of the features andyikeage Precision measured by the relaxed

Kendall+

of the correlation metric.

As expected, the value of the relaxed Kendalhcreases with larger values &f But
importantly, the metric provides a mechanism that conthols strict the comparison be-
tween the actual (based on average precision) and predltdséd on the proposed query
performance prediction measure) ranking needs to be. Bgasing the value af, a more
and more lenient version of the Kendalmetric can be obtained. A similar correlation mea-
sure can be used when evaluating the query performancecpoedmeasures with Okapi
retrieval.

It can be seen from Table 5.4 that the value of the relaxed &émndhanges very slowly
with delta. The objective of defining this statistic was to provide aeralative to the stan-
dard Kendalls which was expected to be an unreliable metric for evaluaginery perfor-
mance prediction methods [Voo03]. However, coupled withrisults in Table 5.3, it can

be seen that Kendatldis a suitable metric for this task.

5.4 Relation to Relevance Feedback

One of the primary objectives of developing good methode®do predict query perfor-
mance is to be able to invoke strategies for each of the giypes An indication of the
average precision of a given query is therefore useful totfiagapplication of specific al-
ternatives. The strategy that is of interest in this thesieievance feedback. It has been
shown [ACRO04] that query expansion does not provide an ingarent for queries with
very low and very high average precisions. The next set oéexments investigate if this

is true for the case of pseudo relevance feedback (pRF) [FHY®described in Chapter
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2, this is a practice where documents ranked high in an imgisieval are assumed to be
relevant. The system uses the top ranking documents asvpasiamples without the user
explicitly labelling them. The re-ranked list produced b tRF algorithm is used to pick

the first display set presented to the user.

Rather than using pRF indiscriminately over all queries 8ef the aim is to apply it
selectively to a few chosen queries. Using each of the featescribed earlier, the average
precision of a given query can be predicted and thugtteelqueries can be separated from
thebad

As before, each query from the set2sf0 is used to retrieva(00 documents from the
indexed collection. For tf-idf retrieval, the clusterirentiency (as measured by the modified
Cox-Lewis statistic) and the sensitivity to document andrgperturbation of each result
set was calculated. Using the min-max normalisation foicthstering tendency and arctan
normalisation for the other two features, each feature wa@ value in thd0, 1] range.

A threshold for the value of the features was used to decidehnjueries would be suitable
for relevance feedback. The ideal value for the thresholsl @&ained using a sweeping
exhaustive search betweérand1. Using the two features that individually had the high-
est effectiveness for query performance prediction ancotst performing predictor, the

gueries on which to use pRF were identified.

Similarly, for Okapi retrieval, the document perturbatiand query pertubation mea-
sures (i.e., the two most successful individual predigtarsl their combination using the
min-max normalisation (i.e., the best predictor) were usddentify optimal thresholds for

picking queries which would be ideal candidates for pseRé&o-

As a baseline for comparison, there are two values. The diwhere feedback was not
used for any of the queries and the mean average precisioRPjMver the entire set @00
gueries was calculated. For the second alternative, pRFused for all the200 queries,
using the topl0 documents as the feedback candidates for each quég.documents
were retrieved after feedback for each query and the MAPhiquery set was calculated.
Selective application of pRF for tf-idf was done based ornth{#@ clustering tendency (ii)
document perturbation (iii) the best estimator (clustgtandency + document perturbation
+ query perturbation). In the case of Okapi retrieval, thesoees used for selective pRF
were (i) document perturbation (ii) query perturbation) fine best estimator (document

perturbation + query perturbation). The results are pedich Tables 5.5 and 5.6.

The threshold provides a decision rule to pick the queriesvbith pRF should be
used. The rule could be such that only queries for which theevaf the performance
prediction measure is above the threshold are used for &s&dbWwhen the threshold is
low, this corresponds to using all but those queries for White performance has been
predicted as being bad. An alternative decision rule is vehbigh threshold is used and all

gueries for which the prediction measure is below the tholekti.e., all but the predicted
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MAP before PRF

clustering tendency

0.1469
MAP after PRF 0.1537
Selective PRF with 0.1562

Selective PRF with

document perturbation

0.1592

Selective PRF with
the best predictor

0.1554

for the normalised mean)

Table 5.5: Selective use of pseudo Relevance Feedbackfvidthrétrieval

MAP before PRF

0.1882
MAP after PRF 0.2080
Selective PRF with 0.2094

document perturbation

(for results sets with value below threshold 0.852)

Selective PRF with

query perturbation

0.2099

(for results sets with value below threshold 0.99)

Selective PRF with

the best predictor

0.2083
(for results sets with value above threshold of 0.034

for the normalised mean)

Table 5.6: Selective use of pseudo Relevance Feedback wéphi@etrieval

(for results sets with value below threshold 0.920)
(for results sets with value below threshold 0.80[)

(for results sets with value above threshold of 0.055

101
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Figure 5.3: Pseudo Relevance Feedback

best performing queries) are used for pRF. A range in the lmiclah also be used. All the
above alternatives were tried.

As can be seen in the table, there is some minimal benefit ilyiappRF selectively.
With tf-idf retrieval, when the clustering tendency measisrused as the basis for making
the decision, the largest improvement is obtained whergysit only for queries for which
result sets have a value of clustering tendency lessil$20 and for document perturbation
the threshold waB.807. In both cases, the queries chosen for pRF are all but thasaré
predicted to be the best performing ones. In case of the bedigtor, the decision rule is
to use all but the worst performing queries for pRF. The bihaof all the features are
therefore in line with the results shown in [ACRO4]. Similavels of improvement were
observed when using pRF with Okapi retrieval. For both theudment perturbation and
query perturbation measures, queries with the value of emasure below a high threshold
(0.852 and0.99 respectively) were suggested for feedback. For the cordbimeasure, all
but the worst performing queries being used for pRF led tox#memely minimal improve-
ment over indiscriminately apply pRF over all queries.

The disappointing observation however is that in all cagesjmprovement due to se-
lective application of pRF is minimal (when compared to gsiRF over all queries). In
order to investigate why this is so, a plot of the averageigit of each individual query
before and after pRF was generated (refer Figure 5.3). Thdewfor which the average
precision increased after feedback are plotted as blusesashile the remaining are red
circles. The diagonal line separates those cases for wikéhghould have been applied
(i.e., those that lead to an increase in average precision) those that should not have
been used. The X-axis is divided into cells correspondiniatiervals of0.1 for the aver-
age precision. Identifying the set of queries which woulgehbeen ideal candidates for
pRF based on the initial average precision correspondsking the cell in which the blue
crosses above the line outhumber the red circles below.

As can be seen from the figure, the only intervals which shasviibhaviour for tf-idf
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retrieval is for initial average precision in the ran@et, 0.5] and[0.7,0.9]. No such inter-
val exists for the case of Okapi retrieval. This indicatest #wven if complete information
regarding the average precision of a given query was avejléatwould still not have been
possible to decide based on only this information if pRF widug beneficial or not. The
guery performance prediction measures were only subesifor the average precision and

therefore were not very useful in this task.

5.5 Conclusions

In this chapter results on estimating search effectivebgssxamining properties of the
result set and the documents in its vicinity were presented.starting hypothesis was that
an effective search will result in a result set that exhisitscture since relevant documents
are likely to be similar and cluster together.

Four measures were investigated: the clustering tendémeysensitivity to document
perturbation and query perturbation, respectively, aed#te of change in the local intrin-
sic dimensionality. Three of these measures are focuseaamiring the original set of
retrieved documents while the query perturbation seiitsitexamines the structure of the
document collection in the vicinity of the query.

Experimental results with TREC disks 4 and 5 and topic setsZ8D and 601-650 show
a considerable improvement over the previous attemptstdigirsearch effectiveness when
using tf-idf retrieval. It was demonstrated that by consgitgthe sensitivity of the result set
to document perturbation a Kendalleorrelation 0f0.521 can be achieved with the average
precision ranking of queries. Combining this measure wighdustering tendency, based on
the Cox-Lewis statistic, and the query perturbation meakads to further improvement. It
should also be noted that every combination of the diffeneggsures was able to achieve a
better effectiveness than considering any single indalidueasure. A Kendall-correlation
of 0.562 was obtained with the average precision ranking by usingulthe Laplace mea-
sure. These results are higher than previously reportedtsefer the same document and
query collections. Also, the best performing method camemtly detect 65% of the worst
20% searches. This is achieved without a significant contipnt cost by considering only
100 documents per query.

The measures showed a reduced ability to predict queryipeafaice when the result sets
were obtained with the Okapi model. Again, the documentupkeation measure achieved
highest correlation with average precision (a Kendadf 0.343). When combined with the
query perturbation measure, a Kendalbf 0.369 was obtained with an average precision
ranking of the queries. Consequently, for this model ofee#l, only 45% of the worst 20%
searches were identified.

Despite the lower performance with Okapi, the experimeaeisllts support the assump-
tion that the lack of structure implies a low search effetiss. Importantly, the clustering

tendency and document perturbation features only requirgpatations based on the re-
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trieved document set. It is unclear as to whether or not thlk degree of success achieved
on this dataset transfers to other situations, the encmgagsults on the standard set of
documents and queries used in the IR research communitiifotaisk lends credibility to
the proposed measures.

Since this is an active research area, a number of differeasares achieving varying
degrees of success are avaiable for this task. Each of thessumes attempt to characterise
different aspects of a difficult query. It would thereforelbgical to expect that a combi-
nation of these measures using machine learning basedtafgsmwill be able to achieve a
higher degree of success than any single measure. Desigmihdeveloping such methods
that are able to learn to estimate query difficulty is an egéng future research area.

A pre-retrieval estimate of query effectiveness would besthesirable. However, in
view of the comparatively low performance of such technigeis to be expected that an
optimal approach will involve analysing the result set bithwo involvement of the search
engine in additional processing. This is particularly intpat in the case of meta-search
where analysing the returned results of each engine is mughk feasible than repeated
gueries. The measures based on document perturbation @sdirement of clustering ten-
dency offer such alternatives. Of course, the featuresinegome post-processing on the
result set. However, this cost is small compared with thé @ba new retrieval.

The two individual best measures and the most accurate catido for each retrieval
model were then used to identify those queries for which ghhbe profitable to apply
pseudo-relevance feedback. It was shown that this sedeafiplication of feedback pro-
vided better performance, over a set26f) queries, over no feedback at all or blindly ap-
plying pseudo-RF to all the queries. This improvement wagdver minimal.

The measures that were defined and explored are not redttictestimating search
effectiveness. They can be used for comparing the complekdifferent document collec-
tions and the effects of different document representatimsearch.

A part of the work described in this chapter was publishedpager titled “On Ranking
the Effectiveness of Searches” [VCMFWO06] at SIGIR 2006.



Chapter 6

Conclusions

This dissertation explored three specific issues in theexbwof text retrieval. These are:
e Evaluation of relevance feedback
e Quantitative properties for describing document sets
e Query performance prediction

This final chapter summarises the experimental resultepted in earlier parts of the

dissertation, before considering possible future dioeatifor work arising from this thesis.

6.1 Results Summary

Chapter 3 presented a simulation-based evaluation frankabvat can be used for measur-
ing the effect of adding relevance feedback (RF) to theeesitiprocess. This methodology
was a brute force exploration of all possible user actiorsedty aiding in the identification
of an empirical upper-bound on the effectiveness of RF. As glathe simulation, every
alternative available to the user during an interactiverimiation retrieval session was enu-
merated. By design, such an investigation contains withiheé sequence of actions that
any real user might follow. This method therefore reducesed for expensive and time-
consuming user-trials.

Due to the computational constraints imposed by such aroappr only interfaces of-
fering limited interactivity can be explored. Two such saeos (searching on small displays
and web-search) were considered and experimental coroparighree standard RF algo-

rithms (Rocchio, RSJ and Bayesian) was provided. A summfatyeaesults is as follows:

o Multiple iteration feedback with the greedy Top-D displaghibited undesirable con-
vergence side-effects across all three algorithms. Thisdua to the use of a greedy
display update strategy that always picks the top rankinguaents for subsequent
displays after re-ranking. An alternative display strgtegs suggested which proba-
bilistically sampled from the underlying score distritmtiover the elements in the data
collection. This display update strategy was then showmduige better performance

(in most cases) over the greedy display.
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e During simulations for small display devices, there wasmath to choose amongst
the three algorithms. However, based on a small user trlwias conducted, the
Bayesian algorithm with the sampled display update styatexs chosen as being the

best.

e When considering web-search, using the text of the web-pémgeish reduces the
problem to conventional IR) for relevance feedback was shasvbeing unstable. But
since the hyperlinked structure of the web provides altar@aources of evidence,
alternate document representations can be investigatetdaise of RF. The use of
anchor text was then illustrated and across all three dhgons, an improvement in

effectiveness was observed.

e Since the potential upper bound was known, the performaheaah algorithm could
be compared to this ideal scenario. The Bayesian algoritlittn anchor text ap-
proached the best achievable performance almost all thee wihereas RSJ showed
maximum variance with respect to the choice of represemtatit was also shown
that only 40% of the choices led to a drop in effectivenessnalging the Bayesian

feedback algorithm over not using any RF.

Chapter4 introduced some discussion for the need of predictive nreasn IR. The
chapter argued in favour of a data analysis step that arsafysext collection in order to
predict how well a particular algorithm will perform agairns This could provide much
needed information regarding the nature of the datasegltlgeaiding in the design of al-
gorithms (whether it be classification, clustering or mtail) to work on the given data.
Apart from simply describing the data, of much more prattiszefulness is the challenge
of providing properties that have a correlation with acpetformance.

Three properties were described for this purpose:

1. Clustering tendency which measured the natural tendefritye points corresponding

to documents to fall into groups

2. Document perturbation analysis that is indicative of $basitivity of the similarity

metric used to noise added to the representation of docsment

3. Local intrinsic dimensionality which is measured in sma&ighbourhoods in the data

and is reflective of the coherence between every point ameasest neighbours

It was expected that the ordering of standard IR datase&slasthese measures might
reflect the potential improvement in retrieval effectiviélat using pRF on each of the
datasets is likely to provide. The results however showatrtbne of the three measures
were able to achieve this objective.

Chapter5 used the three properties described in chaptong with a new query per-
turbation measure to characterise the complexity of resatk of queries. It was argued

that queries with result sets that had minimal structuresspond to those queries that were
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inherently difficult for our retrieval algorithm to handl&nd correspondingly, the presence
of structure in the result set indicates a query that has dddressed appropriately.
Experimental evaluation of each of our four measures asyqpuenformance predictors
showed a significant improvement over the previous attetogisedict search effectiveness
(in terms of average precision) when using tf-idf retrievahe results were comparitively
lower when using Okapi’s BM25 as the retrieval function.vrras literature indicated a de-
pendence of the effectiveness of feedback on the qualityeoifitial retrieval. Experiments
describing the selective use of pseudo-relevance feedizeseld on the best performing pre-

dictors provided a small improvement over blindly applypggudo-RF to all the queries.

6.2 Future Directions

The work presented in this dissertation looked at specifiblems arising in the use of
relevance feedback. However, it points towards much tilaheeds to be discovered in the
field of text retrieval.

The need for alternative display update strategies (de=dtrin Chapter 3) is one that
has received suprisingly little attention in IR literatur€he probabilistic update method
illustrated the need for an interplay between exploratiod axploitation, but it is to be
expected that other more optimal sampling strategies esigth provide a better balance.
Making use of ideas from information filtering, active leiagnand semi-supervised learning
might point towards better methods for display updates.

The work described in this thesis dealt with quantitativeparties of document sets,
gueries and the retrieval process and showed that theseeazsebul indicators of retrieval
effectiveness. However, the methods and measures usedredsg no means comprehen-
sive. Logically, the size of a data collection, the numbeteoins used in the representation
of documents, average number of relevant documents pey,qlieersity amongst docu-
ments, and other related properties can be expected td egteieval performance. To the
author’s knowledge, no systematic study has been condtw®aluate the contribution of
these factors to the effectiveness of retrieval techniques

For the query performance prediction task, the effectissrd each measure varied de-
pending on what retrieval function was used. This indicatpessible relationship between
the similarity metric and the “randomness hypothesis”. &hsthnding the nature of this
relationship and then using it to develop a general methogdery performance estimation
across a wide range of retrieval models would be an obviousddiate problem. Extend-
ing the measures described in Chapter 5 to hyperlinked @mvients (where non-textual
features are used as part of a document’s representatialspisin interesting avenue.

Information collections do not exist in isolation, it is tieéore unreasonable to expect
algorithms designed in seclusion to have success acrobsé#ng over a range of scenarios.
Identifying indicators that not only explain differing permance of algorithms but also

directs the design of new ones is therefore of utmost impogaThe author hopes that this

107
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dissertation comes of some use in addressing these aneldrétgaics in future research on

text retrieval.



Appendix A

Glossary

Ad-hoc retrieval

An information retrieval task where a ranked list of answengturned in response to a

user-input query.
Clustering Tendency

The predisposition of a set of points to group together.
Collection

A set of documents which is being searched.
Display Set

A subset of the result set of a query that is shown to the user.
Document

An individual element in a database. In this thesis, documeontain only text but in
general they can contain any multimedia content. The ram fafrthe element (sequence of

words here) and its representation are referred to as dodame
Document Perturbation

A method for analysing document sets by measuring the edfeatiding noise to their

representations.
Inverse Document Frequency

The fraction of the entire collection in which a given terntors.
Kendall 7

The Kendallr statistic is used to measure the degree of correspondehwedretwo
rankings. Given two list§; andé, each of lengtm, for each pair(é, j); 7,5 < n; if < and
j are in the same order #y andd,, then there is a penalty of However, if they are in

opposite order in the two rankings, then there is a penalty Given a list of lengthn, there
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are (n(n — 2))/2 possible pair-wise comparisons. If the number of pairs fbrciv there
was no penalty (the concordant pairs) wasd the number of pairs for which a penalty was
added (the discordant pairs) wésthen

Kendall — 7 = ((¢ — d) *2)/(n(n — 1))

It has a value oft+1 if the agreement between the two rankings is perfect-ahdf one
ranking is the exact reverse of the other. For other sitnatithe value lies betweenl and

—1 with larger values indicating larger agreement.
Local Intrinsic Dimensionality

The number of parameters that are required to model the getinfs lying in a given

neighbourhood.
Minimal Spanning Tree

Given a weighted undirected graph where the weight assatigith each edge repre-
sents alistancebetween the vertices being connected, the weight of theeegrtaph is the
sum of all its edges. A minimal spanning tree can be definedeasub-graph (more specif-
ically, a sub-tree) of the given graph such that all the gegiare connected and the sum of

the weights of the edges is the minimum.
Precision

The fraction of documents in the result set that are releiatite user query.
Query

The information need of the user that is an input to the infdiom retrieval system. For

text retrieval, this is usually a sequence of words.
Query Perturbation

A method to predict query performance that examines whatethe addition of noise

to the query representation has on the result set.
Recall

The fraction of all relevant documents to the query that weterned by the IR system

as part of the result set.
Relevance Feedback

The collective term given to a wide range of techniques whteeanitial query entered
by the user is successively modified based on evidence oer@édhat is provided to the

system in each iteration.

Result Set
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A list of documents that the IR systems thinks is relevanthi tiser query. Every

element of this set is typically associated with a measuthisfpotential relevance.
Similarity measure

A function that takes as input (the representation of) twoutoents and returns a nu-
merical score such that a higher output indicates a greatged of correlation between the

two documents.
Stemming

The process of reducing morphological variants of a wordhéosiame root by stripping

off the prefix and/or suffix information.
Target Search

A search scenario where the user’s information need idfigatisy a single document.
Term

The features typically used to represent documents. Theyeavords as seen in the

document, stemmed words or keywords identified by autonsatisanual procedures.
Term-Document matrix

A matrix constructed such that the entry in rpand column represents the degree to

which termj characterises documeint
Term Frequency

The number of times a given term occurs in the document.
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Datasets

The Reuters-21578 Collection

This freely available collection consists of documents #dpgpeared on the Reuters newswire
in 1997. Typically used for text categorisation tasks, tb#ection is distributed ag2
files, each consisting of up t8000 documents. The meta-data available for each doc-
ument includes Date (of creation), Topics (a list of catggabels) and Author. The
text part of each document consists of a Title (the headlinte story) and Body (the
content) section. The collection has now been supercedethebyRCV1 collection for
text categorisation experiments. More information aboetiters-21578 can be found at

http://www.daviddlewis.com/resources/testcollectibauters21578/readme. txt.
The Small Collections

A set of publicly available collections that have been usethe past but are considered
small for current research and have therefore been supsttgdarger and more exhaustive

datasets. The different collections are:

e LISA: A test collection of Library and Information Sciencebstracts collected at

Sheffield University with natural language queries obtdifrem students.
e CISI: A collection 0f1460 documents
e CACM: A collection of titles and abstracts from the journadCM.
e CRAN: The larger form of the collection with400 documents
e MED: A collection of articles from a medical journal.

e NPL: The NPL (also known as the VASWANI) collection is a calien of around
10,000 document titles.

e Time: A collection consists of articles from the magazinen@i
More information can be found at http://www.dcs.gla.afiddm/ir_resources/testollections/

TREC Disks 4 & 5

As part of the National Institute of Standards and Technpl®§ST), Text REtrieval Con-

ferences (TREC) are held every year and provide a forum gmudision of the latest research
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in Information Retrieval. To facilitate such a discussibWST provides a standard collec-
tion of text documents on which all participating teams répesults. For ad-hoc retrieval,
the dataset currently being used are TREC dis&ad5. Disk 4 includes material from the
Financial Times Limited (1991, 1992, 1993, 1994), the Ceagional Record of th&)3"¢
Congress (1993), and the Federal Register (1994). Diis&ludes material from the Foreign
Broadcast Information Service (1996) and the Los Angelese§i(1989, 1990). Every year
NIST also releases a set of topics (queries) which are usebdd@xperiments. NIST is also
responsible for hiring assessors who map each query to d ssdewant documents in the
collection thereby providing a set of relevance judgemé#mds can be used for evaluating

IR systems. More information about TREC can be found at Mitpc.nist.gov/.



Appendix C

Publications

1. Vishwa Vinay, Ingemar Cox, Natasa Milic-Frayling, Ken @ “Evaluating Rele-
vance Feedback Algorithms for Searching on Small Displays”European Confer-
ence on Information Retrieval (ECIR) 2005, Santiago de Gustalla, Spain
Extended version appeared as Vishwa Vinay, Ingemar CoxaddaMilic-Frayling,
Ken Wood:“Can constrained relevance feedback and display strategghelp users
retrieve items on mobile devices?"in the Springer Journal of Information Retrieval

Special Issue for ECIR 05

2. Vishwa Vinay, Ken Wood, Natasa Milic-Frayling, IngemanxC “Comparing Rel-
evance Feedback Algorithms for Web Search” Poster at the World Wide Web
(WWW) Conference 2005, Chiba, Japan

3. Vishwa Vinay, Ingemar Cox, Natasa Milic-Frayling, Ken @Wd¥'Measuring the
Complexity of a Collection of Documents” European Conference on Information
Retrieval (ECIR) 2006, London, United Kingdom

4. Vishwa Vinay, Ingemar Cox, Natasa Milic-Frayling, Ken ¥d3'On Ranking the
Effectiveness of Searches” 29th annual international ACM SIGIR conference on

Research and development in information retrieval, Sedtthited States
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