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ABSTRACT

Medical practice is increasingly based on the best available
evidence, but the volume of information requires many clin-
icians to rely on systematic reviews rather than the primary
evidence. However, these reviews are difficult to maintain,
and often do not appear transparent to clinicians reading
them. In a previous paper [8], we have proposed a general
language for representing knowledge from clinical trials and
a framework that allows reasoning with that knowledge in
order to construct and evaluate arguments and counterargu-
ments that aggregate that knowledge. However, clinicians
need to feel that such a framework is responsive to their as-
sessment of the strengths and weaknesses of different types
of evidence. In this paper, we use a specific version of this
existing framework to show how we can capture clinical pref-
erences over types of evidence, and we evaluate this in a pi-
lot study, comparing our system against the choices made by
clinicians. This pilot study shows how individual clinicians
aggregate evidence based on their preferences over the rela-
tive significance of the items of evidence, and it shows how
our argumentation system can replicate this behaviour.
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1. INTRODUCTION

The systematic use of evidence is already established in
healthcare. However, the volume of new knowledge on a
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subject means that it is difficult for a decision maker to lo-
cate evidence that is relevant to their needs. In addition
to the difficulty presented by the sheer volume of informa-
tion, the evidence is often conceptually complex, heteroge-
neous, incomplete and inconsistent. As a result, clinicians
have developed various approaches (e.g. systematic reviews,
meta-analyses, clinical guidelines) to summarize the avail-
able evidence. However, these summaries often lack a clear
and specified link with the underlying primary evidence, and
may suppress conflict within it, and as a result the sum-
maries are not transparent to the user. Thus, if more evi-
dence becomes available, it must be manually incorporated
into an updated version of the summary (through a time-
consuming process of repeating the summary analysis), and
if a clinician disagrees with some of the evidence (e.g. lo-
cal variations in diseases or treatments, or new information
about the veracity of a published study), she has no way
of seeing whether that disagreement has already been in-
corporated into the summary, or whether that disagreement
would be important in determining the overall result.

We therefore seek ways to link the summaries more closely
with the primary evidence, with the ultimate aim of being
able to offer on-the-fly, automatically updated reviews which
can be manipulated and queried by the user and which pre-
serve the conflict present in the primary evidence. Not least,
is the imperative to abstract away from the details of indi-
vidual items of evidential knowledge, and to aggregate the
evidence in a way that reduces the volume, complexity, in-
consistency and incompleteness. Thus, it would be helpful
to have a method for automatically analyzing and presenting
the clinical trial results and the possible ways to aggregate
those in an intuitive form, highlighting the points of agree-
ment and conflict present within that evidence.

Our proposal in [9, 8] aims to suggest such a method. The
first part of our proposal is a language that can be used to
encode the published results in a semantically appropriate
way, and methods for constructing a knowledge base from
the encoded results. The second part of our framework al-
lows the construction of arguments and counterarguments
concerning possible aggregations of the evidence, and mech-
anisms for evaluating these in order to determine the win-
ning arguments. The net result of this process is an au-
tomated on-the-fly synthesis of the evidence in the form of
recommendations for which is the better treatment.

However, capturing and reasoning with the information in
clinical trials is not enough. In order to improve the trans-
parency of the system, we want to capture users’ preferences
over types of evidence (in terms of study design, geograph-



Table 1: Four results obtained from the NICE Hy-
pertension Guideline (GC34, pages 36-37) concern-
ing angiotensin-converting inhibitors (ACE) and cal-
cium channel blockers (CCB)

Outcome Result Type
e1 | Mortality ACE < CCB | MA
ez | Stroke ACE < CCB | MA

es | Heart failure | ACE > CCB | MA
e4 | Diabetes ACE > CCB | MA

ical location or outcome measure), and we need to be able
to explore the link between a clinician’s preferences and the
output of such a system. In part, this builds upon existing
work within the medical domain that aims to summarize key
aspects of studies that should be considered when weigh-
ing evidence [10]. In this paper, we present an abbreviated
version of our previous proposal, but concentrate on under-
standing and representing clinical preferences over types of
evidence. We present a simple formal technique to repre-
senting preferences, and report the results of a pilot study
that uses these techniques to capture clinicians’ preferences
with respect to three different sets of trials, and then aims
replicate the clinicians’ reasoning in our system.

Our framework builds on more general developments in
the area of computational models of argument. These mod-
els aim to reflect how human argumentation uses conflicting
information to construct and analyze arguments. There is
a number of frameworks for computational models of argu-
mentation. They incorporate a formal representation of in-
dividual arguments and techniques for comparing conflicting
arguments (for reviews see [2, 3]). By basing our framework
on these general models, we can harness theory and adapt
implemented argumentation software.

We proceed as follows: (Section 2) We discuss how we can
represent evidence from clinical trials in a tabular format;
(Section 3) We review an abstract model of argumentation
that we will incorporate in our general framework; (Section
4) We show how we can represent and compare arguments
based on available evidence; (Section 5) We present a pilot
study involving a group of clinicians; (Section 6) We dis-
cuss the viability of our framework from the point of view
of obtaining appropriate data and harnessing existing soft-
ware tools; (Section 7) We conclude with a discussion of our
proposal and how it relates to the literature.

2. CLINICAL TRIALS

We represent evidence in a table. Each row is an item of
evidence taken from a study such as a randomized clinical
trial or a meta-analysis. The choice of columns depends on
the available information and the criteria that will be used
for aggregating the evidence. We give a very simple exam-
ple in Table 1 concerning patients who require treatment for
hypertension (data from www.nice.org.uk). The table incor-
porates the columns that would minimally be required for
our framework, and we explain them as follows.

e The Outcome is the specification of the particular
outcome that is being considered when comparing the
two treatments. In the table, in each row, it is the
proportion of patients who have the event or condition

(i.e. “mortality”, “stroke”, “heart failure” or “diabetes”)

with the period of the trial.

e The Result, is a binary relation, denoted > (superior),
~ (equal), and < (inferior), over two treatments that
is determined from the value of the outcome and an
evaluation of whether the outcome indicator is desir-
able or undesirable for the patient class. For the first
row, mortality is undesirable, and the expression ACE
< CCB means that ACE is inferior to CCB, with re-
spect the outcome of interest (Mortality in this study).
Note, the treatment on the left (respectively right) of
the > relation is the left arm (respectively right arm)
of the trial or analysis.

e The Evidence Type, abbreviated by Type, specifies
the type of study undertaken, e.g. randomized clin-
ical trial (RCT), meta-analysis (MA), systematic re-
view of cohort studies (SRC), cohort studies (Cohort),
network analysis (NA), etc. It is an indicator of the
quality of the evidence.

The set of attributes we have discussed here is only in-
dicative. Normally, a small number of further attributes
are useful for assessing and aggregating evidence (e.g. the
number of patients involved in each trial, the geographical
location for each trial, the drop-out rate for the trial, the
methods of randomization for ensuring patients and clini-
cian do not know which arm a patient is in, etc). For a
general introduction to the nature of clinical trials, and a
discussion of a wider range of attributes, see [11].

The patient class is an important attribute that can be
captured about an item of evidence. In the above table, the
patient class is people with “persistent raised blood pres-
sure of 160/100 mmHg or more”. In our previous work,
we showed how the patient class may involve a conjunction
and/or disjunction of terms from a medical ontology and
therefore description logics can be used to provide inferenc-
ing (see [1]). Similarly, treatments presented in the left arm
and right arm can be composed for a conjunction and/or
disjunction terms from an ontology. Again, medical ontolo-
gies cater for this by providing categories and relationships
on treatments, substances used, and other characteristics.
See [19, 9] for proposals for using a medical ontology in ar-
gumentation about clinical trials.

For simplicity, in the rest of this paper, we assume that
the evidence concerns a particular, sensible patient class,
and that each treatment in the left arm and right arm is
atomic, and so we do not consider the ontological aspects of
patient class or treatment further in the rest of this paper.

3. ARGUMENTATION

In this section, we review the proposal for abstract argu-
mentation by Dung [4]. The simplest way to formalize a
collection of arguments consists of just naming arguments
(so, in a sense, treating them as atomic) and merely repre-
senting the fact that an argument is challenged by another
(and so not indicating what the nature of the challenge is).
In other words, a collection of arguments can be formalized
as a directed binary graph.

DEFINITION 1. An abstract argument graph is a pair
(A, R) where A is a set and R is a binary relation over A
(in symbols, R C A x A).



Each element a € A is called an argument and aRb
means that a attacks b (accordingly, a is said to be an
attacker of b). So a is a counterargument for b when
aRb holds.

ExAMPLE 1. Consider arguments A1 = “Patient has hy-
pertension so prescribe diuretics”, Aa = “Patient has hy-
pertension so prescribe betablockers”, and As = “Patient
has emphysema which is a contraindication for betablock-
ers”. Here, we assume that A1 and Az attack each other
because we should only give one treatment and so giving one
precludes the other, and we assume that As attacks Az be-
cause it provides a counterargument to As. Hence, we get
the following abstract arqument graph.

A1<:>A2<—A3

Arguments can work together as a coalition by attack-
ing other arguments and by defending their members from
attack as follows.

DEFINITION 2. Let S C A be a set of arguments.

e S attacks b € A iff there is an argument ¢ € S such
that ¢ attacks b.

e S defends a € S iff for each argument b € A, if b
attacks a then S attacks b.

EXAMPLE 2. Continuing Example 1, { A1, As} attacks Az
and {A1, Az} defends A;.

The following gives a requirement that should hold for a
coalition of arguments to make sense. If it holds, it means
that the arguments in the set offer a consistent view on the
topic of the argument graph.

DEFINITION 3. A set S C A of arguments is conflict-
free iff there are no a and b in S such that a attacks b.

ExXAMPLE 3. Continuing Example 1, the conflict free sets
are {}, {A1}, {A2}, {43}, and {A1, As}. The other sets
(i.e. {A1, A2}, {A2,As} and {A1, A2, As}) are not conflict
free.

Now, we consider how we can find an acceptable set of
arguments from an abstract argument graph. The simplest
case of arguments that can be accepted is as follows.

DEFINITION 4. A set S C A of arguments is admissible
iff S is conflict-free and defends all its elements.

ExAMPLE 4. Continuing Example 1, the admissible sets
are {}, {A1}, {As}, and {A1,As}. The other sets (i.e.
{A2}, {A1, Ao}, {As, A3} and {A1, A2, As}) are not admis-
sible.

The intuition here is that for a set of arguments to be
accepted, we require that, if any one of them is challenged
by a counterargument, then they offer grounds to challenge,
in turn, the counterargument. There always exists at least
one admissible set: The empty set is always admissible.

Clearly, the notion of an admissible set of arguments is
the minimum requirement for a set of arguments to be ac-
cepted. We will focus on the following classes of acceptable
arguments.

DEFINITION 5. Let I' be a conflict-free set of arguments,
and let Defended : p(A) — p(A) be a function such that
Defended(A) = {A | T defends A}.

1. T is a complete extension iff I' = Defended(T")

2. I' is a grounded extension iff it is the minimal
(w.r.t. set inclusion) complete extension.

3. T is a preferred extension iff it is a mazimal (w.r.t.
set inclusion) complete extension.

We illustrate these definitions with the running example.
We classify each subset of the set of arguments according to
the definitions as follows (where X means that the classifi-
cation holds).

8
BB -
g 2 2 % g
S EE 3 ¢
8 & 8 & &
{} X X
{A:1} X X
{A2} x
{As} X X
{A1, Ao}
{41, As} X X X X X
{A2, A3}
{A1, Ay, A3}

As another example, consider the situation where we have
just two arguments A4 and As that attack each other. We
classify each subset of arguments as follows.

x | grounded
preferred

{}
{Ad4}
{45}

{A4, A5}

As can be seen from the examples, the grounded exten-
sion provides a skeptical view on which arguments can be
accepted, whereas each preferred extension take a credulous
view on which arguments can be accepted.

The formalization we have reviewed in this section is ab-
stract because both the nature of the arguments and the
nature of the attack relation are ignored. In particular,
the internal (logical) structure of each of the arguments is
not made explicit. Nevertheless, Dung’s proposal for ab-
stract argumentation is ideal for clearly representing ar-
guments and counterarguments, and for intuitively deter-
mining which arguments should be accepted (depending on
whether we want to take a credulous or skeptical perspec-
tive).

We harness abstract argumentation in our general frame-
work for aggregating evidence. We will introduce mecha-
nisms for generating arguments from the evidence, and for
generating the attacks relation based on the preferences over
the arguments. In this way, we will instantiate abstract ar-
gumentation with logical arguments. This means that we
can use Dung’s definitions for determining which sets of ar-
guments are acceptable, and thereby determine which ag-
gregations of the evidence are acceptable.

X X X| conflict free|
X X X|admissible
X X X|complete




4. ARGUMENTSFROM EVIDENCE

Here we present a general framework for evidence aggre-
gation that involves constructing and comparing arguments
from items of evidence where the evidence involves multiple
outcome indicators.

We start with a set of evidence EVIDENCE = {e1,..,en}.
Each item in EVIDENCE is a result from a study that com-
pares a pair of treatments. We partition EVIDENCE into three
sets SUPERIOR, EQUITABLE, and INFERIOR. Those in SUPE-
RIOR are the trials for which 7 was shown to be superior to
To with respect to some outcome indicator p. By superior,
we mean that if the outcome is desirable for the patient,
then 71 is shown to be more efficacious for positive outcome
than 72, and if the outcome is undesirable for the patient,
then 7 is shown to be less susceptible to this negative out-
come than 75. Similarly, those in EQUITABLE are the trials
for which 72 was shown to equitable with 71 with respect to
an outcome indicator p, and those in INFERIOR are the trials
for which 72 was shown to be superior to 71 with respect to
an outcome indicator pu.

Given treatments 71 and 72, there are three possible in-
terpretations of a set of items of evidence (i.e. a set of rows
from an evidence table such as Table 1):

1. 71 > 72, meaning the evidence supports the claim that
treatment 7 is superior to 7.

2. 171 ~ T2, meaning the evidence supports the claim that
treatment 71 is equivalent to T2

3. 71 < T2, meaning the evidence supports the claim that
treatment 7 is inferior to 7.

Any formula of the form 7 > 72, 71 ~ 72, and 71 < T2,
we will call a claim, denoted by €. We assume 71 > 72 is
equivalent to 72 < 71, and 71 ~ T2 is equivalent to T2 ~ T1.

We use inference to derive a claim from a set of evidence.
We use inference rules to define what are the allowed infer-
ences. In this paper, we use three inference rules

DEFINITION 6. An inference rule is one of the following
three forms, where ® C EVIDENCE.

1. If ® C SUPERIOR, then 11 > T2.
2. If & C EQUITABLE, then T1 ~ Ta.
8. If ® C INFERIOR, then 71 < T2.

For example, in the evidence given in Table 1, there is a
subset {es,es} of the evidence for which each items states
that ACE is superior to CCB. From this subset, we may
draw the conclusion that ACE is superior to CCB in general.

Given a set of results EVIDENCE one can informally think
of an argument comprising of a set of evidence (i.e. a sub-
set of EVIDENCE), and a conclusion or claim that has been
derived from the set of evidence using an inference rule.

DEFINITION 7. An argument is a tuple (,€) such that
€ follows from ® using one of the three inference rules given
in Definition 6. We call ® the support and € the claim of
the argument.

EXAMPLE 5. Returning to the evidence in Table 1, con-
cerning treatments ACE and CCB, we have EVIDENCE =

{e1,e2,e3,e4}, SUPERIOR = {e3, €4}, and INFERIOR = {e1,€2}.

From this, together with the inference rules, we get the fol-
lowing arguments with non-empty support.

({es}, ACE > CCB) {{ex}, ACE < CCB)
({ea}, ACE > CCB) ({e2}, ACE < CCB)
({es,es}, ACE > CCB)  ({e1, e}, ACE < CCB)

Informally, for instance { { e1, ea }, ACE < CCB ) is
an argument that says “based on evidence e1 and ez, we can
infer that ACE is inferior to CCB”.

In the above example, we see intuitively that the argu-
ments with differing claims are in conflict. We capture this
kind of conflict with the following definition.

DEFINITION 8. If A = (®4,€e4) and B = (®p,ep) are
two arguments then we say that A conflicts with B when-
ever:

l.ea=m>m,and (eg=T1~y T2 oreg =71 < T2 ).
2.ea=Ti~T,and (eg=T1 > T2 oreg =T1 < T2 ).
3. ea=7T1<To,and (eg=T1>To 0T €EB =T1 ~ T2 ).

Note that this definition is symmetric, i.e., if A conflicts
with B then B conflicts with A.

ExXAMPLE 6. Continuing with Example 5, there are a num-
ber of conflicts such as {({es,es}, ACE > CCB) conflicts with
<{€1, 62}, ACE < CCB>

We organize the arguments into a graph. To do this, we
first consider the conflict relation given above. It is easy to
see that the graph induced is tripartite, and its independent
sets are given by those arguments with claim 7 > 72, those
arguments with claim 71 ~ 72, and those arguments with
claim 7 < 7o.

EXAMPLE 7. Consider the following evidence table. From
this, we get the argument graph below using the arguments
with non-empty support.

Outcome Result | Type
er1 | Mortality 71 > 72 | RCT
era2 | Palpitations | 71 < 72 | NA

({eri}, 1 >m) S (e}, 1 <)

Since the argument graph is by definition symmetric (if
we use the conflict relation), it would be beneficial to allow
breaking the symmetry with user-defined preferences. We
do this by defining preference rules.

DEFINITION 9. A preference rule is a condition on a
pair of arguments (Pa,ea), (Pp,eg) . When the condition
is satisfied, A is said to be preferred to B, otherwise, we say
that A is not preferred to B.

ExXAMPLE 8. Consider the evidence from the table in ex-
ample 7. If we want to express the fact that we prefer argu-
ments based on meta-analyses, then we would write:

(Pa,ea) is preferred to (Pp,ep) iff
for all ex € 4, the Type of e1 is MA
and not for all ea € ®p, the Type of ex is MA



We use the preference rules chosen by the user in breaking
the symmetry present in the conflict relation, and capture
the attack relation as follows.

DEFINITION 10. For any pair of arguments A and B, A
attacks B iff A conflicts with B and A is preferred to B
and it is not the case that B is preferred to A.

The motivation here is that if A and B conflict with each
other and A is preferred to B then B’s conflict with A is
cancelled. However, this wording leads to problems when
A is preferred to B according to a preference rule and B is
preferred to A according to a preference rule. In this case,
cancelling both attacks will give the misleading impression
that A and B are consistent together. For this reason we give
the above, more complicated definition, which only cancels
an attack if exactly one argument is preferred to the other.

Now we combine these components by defining an argu-
ment graph based on a set of trial results, a set of inference
rules, and a set of preference rules as follows.

DEFINITION 11. Given a pair of treatments 71 and T2, and
a set EVIDENCE concerning these treatments, an argument
graph is a graph where the set of nodes is the set of ar-
guments formed by Definition 7 and the set of arcs is the
attacks relation given by Definition 10.

We illustrate the use of an informally defined preference
rule to get the following argument graph by applying the
preference rule to the arguments in our running example.

EXAMPLE 9. Continuing Example 7, suppose we use the
preference rule given in Example 8, then we get the following
argument graph.

<{€71},T1 > T2> — ({672},7'1 < T2>

Compared to the argument graph in the previous erxample,
we see that our preferences have resulted in there only being
one remaining attack between the two arguments.

We can directly use the dialectical semantics (i.e. the
definitions for acceptability such as preferred and grounded
extensions) given by Dung [4] that we reviewed in the pre-
vious section to decide extensions of argument graphs. In
Example 9, there is one grounded and preferred extension
and it contains just the argument ({{e71}, 71 > 72).

We regard an extension as an interpretation of a EVIDENCE
(i.e. an aggregation of the evidence in EVIDENCE). So if X
is an extension of the argument graph, and A € X, and ¢
is the claim of A, then € is a possible aggregation of the
evidence. Furthermore, we regard a grounded extension as
a higher quality interpretation than a preferred extension.

This section has provided a general framework for aggre-
gating evidence concerning a pair of treatments according
to multiple outcomes. To use the framework, a specific set
of preference rules needs to be specified. In the next section,
we consider a specific set of preference rules that are based
on clinicians’ preferences over evidence.

5. CLINICAL PILOT STUDY

In order to assess how well our system captures clinical
requirements we conducted a small pilot study. We wanted
to assess both the ability of our formalism to represent clin-
icians’ preferences and to see how stable clinicians’ prefer-
ences are in different circumstances.

Table 2: Details of the three sets of study sum-
maries given to clinicians. DFS: Disease-free Sur-
vival, OS: Overall Survival, RCT: Randomized Con-
trolled Trial, M A: Meta-analysis of RCTs, SRC: Sys-
tematic review of Cohort studies. See the section
“Evidence for pilot study” for further information.

Set A
Study Outcome Result Setting  Size Type
a1 OS T > To UK Large MA
az (ON] To > T1 USA Small RCT
as DFS 7o > 711  World Large MA
as DFS T > T2 UK Small SRC
as OS 7o > 711 World Large MA

Set B
Result

Study Outcome Setting  Size Type

b1 (ON] Ty > T1 UK Large MA
bo OS To > T USA Small Cohort
b3 DFS 71 > 712 World Large MA
ba DFS T > To UK Small  SRC
bs DFS 71 > 712 World Large MA
Set C

Study Outcome Result Setting  Size Type
c1 OS T > To USA Large MA
c2 (ON] Ty > T1 USA Small RCT
c3 DFS 7o > 7  World Large MA
cq DFS To > T UK Large SRC
Ccs (ON] Ty > T1 USA  Large SRC

Our presentation of the pilot study proceeds as follows:
(1) We describe the evidence tables we used for the pilot
study; (2) We introduce the notion of expressed preference
schemes as a simpler way for clinicians to represent their
preferences over evidence; (3) We describe the methods we
used for the pilot study; (4) We explain how we translated
the preferences given by the clinicians into preference rules;
(5) We present the results we obtained from the pilot study;
and (6) We discuss the pilot study and its implications for
our general framework.

Evidence for pilot study

We used three different sets of evidence (A, B, C), with five
items of evidence in each set.

Each item of evidence gave information on the patient
class (uniform across all trials), outcome indicator (Overall
Survival (OS) or Disease-free Survival (DFS)), which of two
treatments was found to be superior, the geographical area
the trial was set in, the size of the study population and the
type of study. Each set of trials explored different interac-
tions: A and B concentrated on the clinical preferences for



OS vs. DFS, while C looked at the impact of the country
and the type of study.

The details of the sets of trials are given in Table 2. The
columns are as follows:

e The Outcome refers to the outcome measure used
in the study, and in this case is restricted to either
Disease-free Survival or Overall Survival.

e The Result summarizes which treatment, 71 or 72 was
found to have greater impact on the outcome measure,
as described earlier in Section 2.

e The Setting is the geographical location from which
most of the patients were drawn. Here, we assume that
all patients come from either UK, USA, or a (larger)
World population.

e The Size is a measure of the study population size,
where the dividing line between the two is calculated
in terms of the statistical power of the study (based
on sample size).

e The Type specifies the type of study, as described
earlier in Section 2.

For instance, consider the study a: that is summarized
in Table 2. We can see that this study measured overall
survival (OS) as an outcome measure, showed that treat-
ment 71 was more beneficial than treatment 72 (wrt OS),
was based on patients from the UK, was a large study and
was a meta-analysis of randomized controlled trials.

Expressed preference schemes

Before we explain how we conducted the pilot study, we in-
troduce the notion of expressed preference schemes. None
of the clinicians participating in the pilot study had famil-
iarity with formal logic, and so we required a simple way for
each clinician to represent their preferences. For this we in-
troduced the notion of an expressed preference scheme
(EPS). This is less expressive than preference rules, but for
the pilot study they were better suited to capture each clin-
ician’s preferences for each set of evidence.

Essentially, an EPS is a list of values v1,..,v, that may
appear in the evidence table. The meaning of this list is that
a set of evidence X is preferred over a set of evidence Y if

e all evidence in X has value v; but not all evidence in
Y has value v1;

e or all evidence in X has value v: and all evidence in
Y has value v; and all evidence in X has value v but
not all evidence in Y has value vg;

e or all evidence in X has value v; and all evidence in Y
has value v1 and all evidence in X has value vs and all
evidence in Y has value vz and all evidence in X has
value vz but not all evidence in Y has value vs;

e or all evidence in X has value v; and all evidence in Y
has value v; and ... and all evidence in X has value v;
and all evidence in Y has value v; and all evidence in
X has value v;+1 but not all evidence in Y has value
Vi41-

Table 3: Details of the 8 different Expressed Pref-
erence Schemes (EPS). See section on “Expressed
preference schemes” for details of how to interpret
each row and Table 4 for the distribution in the use
of EPS by each clinician.

EPS Criteria for Preferred Studies

Large, MA, World
OS, MA, Large
(O

Large, MA, World = UK
OS, Large, MA, USA = UK
Number of MA
MA
DFS, MA, World

0O N O U kW N =

In other words, the values given in an EPS are used in
a lexicographic order. So if both sets of evidence, v1,...,v;
appear in each item of evidence in each set (i.e. the two sets
of evidence cannot be differentiated on values v, ..., v;, then
consider v;+1 to differentiate them. However, if v1,...,vn
appear in each item of evidence in each set, then they cannot
be differentiated (i.e. they are equally preferred).

We illustrate the meaning of some of the EPS in the fol-
lowing examples.

ExAMPLE 10. Consider EPS 8 in Table 3. Here, there
is just one wvalue which is OS. So a set of evidence X 1is
preferred to Y, if all items in X have value OS and not all
items in Y have value OS. So if we consider Set A in Table
2, then {a1,a2,as} is preferred to {a1,as,as}.

ExAMPLE 11. Consider EPS 1 in Table 3. Here, there
are three values which are Large, MA, and World. So if we
consider Set A in Table 2, then {as,as} is preferred to {a1}:
For both sets, each item has the value Large and the value
MA, but only {as,as} has the value World for each item of
evidence.

There are two additional refinements we use for defining
an EPS. First, two or more values can be regarded as equiv-
alent. For instance, in EPS 5, we have USA = UK. So when
using EPS 5, if both sets of evidence have the values OS,
Large, and MA for each item of evidence, then we need to
try to use the fourth value to differentiate the sets. So sup-
pose for one of the sets each item of evidence has either USA
or UK, and the other does not, then the first set is preferred
over the second.

ExaMpPLE 12. Consider the EPS with the value USA =
UK. So for Set A in Table 2, then {a1,az2,a4} is preferred
to {a1,as,as} since the first set has either the value USA
or UK in each item of evidence whereas the second set does
not.

The second refinement is that we can compare sets of ev-
idence on the number of items of a particular value. For
instance, in EPS 6, the criterion is the number of items with



value MA. So for two sets of evidence X and Y, X is pre-
ferred to Y, if all items of evidence in X have value MA and
not all items of evidence in Y have value MA, or all items
of evidence in X and in Y have value MA but X has more
items of evidence than Y.

We explain how we obtained the EPSs in Table 3 in the
next section and the explain how we formalized the prefer-
ence rules from the EPSs in the subsequent section.

Methods for pilot study

Each clinician was presented with a written sheet giving a
brief background to the exercise and explaining our motiva-
tion, and presenting three sets of evidence, where each set
contained summary details on five different studies. These
sets of evidence are presented in Table 2. We used abstract
treatments (71,72) rather than real treatment names in or-
der to avoid clinicians using pre-existing knowledge about
treatment efficacy while deciding on preferences.

For each set of evidence, each clinician was asked to decide
on which treatment they would recommend, and to explain
their reasoning as to weighing up the differing evidence from
the studies. Answers as to treatment choice and reason were
recorded by one of the investigators (MW), and checked at
the end of the exercise. Any uncertainties in the data col-
lected were clarified within 3 days of the first meeting.

From these interviews with clinicians, we generated some
EPSs to summarize the way in which each clinician ex-
plained their choices of treatment. We then formalized each
EPS as a preference rule. We explain how to do this in the
next section.

We then used the evidence in each set (i.e. the sets in Ta-
ble 2) to generate an argument graph for each clinician using
the preference rule corresponding to their choice of EPS. We
compared the arguments contained in the extensions of the
argument graphs to the actual treatment choices made by
the clinicians in order to assess the ability of our argumen-
tation system to capture the behavior of the clinicians. We
also explored the significance of different EPS by assessing
when the EPSs produced different results with the evidence
in each set. We explain in detail how we did this in the
results section.

Generating preference rules

As explained above, each clinician’s preferences were repre-
sented as an EPS. As we will explain in the results section,
there were eight EPSs identified in the pilot study as repre-
sented in Table 3. In order, to use each EPS with our argu-
mentation system, we need to generate a preference rule for
each EPS. Here, we show how this is done.

In order to represent an EPS as a preference rule, we re-
quire the following subsidiary definition which says when
one argument is better than another based on an individual
criterion.

DEFINITION 12. Let (®a,ca) and (Pp,ep) be arguments,
let v, v1, and v be values occurring in the evidence table.

o (®4,e4) is superior to (Pp,ep) w.r.t. v iff for all e
in P4, there is an attribute with value v in e and there
ezists € in ®g where no attribute in e’ has value v.

o (®4,€e4) is superior to (Pp,ep) w.r.t. vi = va iff for
all e in 4, there is an attribute with value v1 or vs

in e and there exists € in ®5 where no attribute in e’
has value v1 or vs.

e (D4, ea) is superior to (Pp,ep) w.r.t. number of v
iff (for all e in ® 4, there is an attribute with value v in
e and there exists €' in ®p where no attribute in €’ has
value v) or (for all e in @4, there is an attribute with
value v in e and for all €’ in ®p, there is an attribute
with value v in €’ and the cardinality of ® 4 is greater
than the cardinality of ).

e (D4, ea) is equal to (Pp,ep) w.r.t. value v iff for all
e in ®a, there is an attribute with value v in e and for
all € in ®p, there is an attribute with value v in €.

e (D ea) isequal to (Pp,ep) w.r.t. vi = ve iff for all
e i Pa, there is an attribute with value v1 or vz in e
and for all €’ in ®p, there is an attribute with value
v1 or Vg in €.

o (D4,e4) isequal to (Pp,ep) w.r.t. number of v iff for
all e in ® 4, there is an attribute with value v in e and
for all € in ®p, there is an attribute with value v in
e’ and the cardinality of ®a is equal to the cardinality
Of Pp.

The above subsidiary definitions allow us to directly for-
malize each EPS as a preference rule as follows where A and
B are arguments, and EPS 1 is captured by EPS1’, EPS 2
is captured by EPS2’; etc.

EPS1’ A is preferred to B iff A is superior to B wrt Large
or (A is equal to B wrt Large, and A is superior to B
wrt MA) or (A is equal to B wrt Large and MA, and
A is superior to B wrt World).

EPS2’ A is preferred to B iff A is superior to B wrt OS or
(A is equal to B wrt OS, and A is superior to B wrt
MA) or (A is equal to B wrt OS and MA, and A is
superior to B wrt Large).

EPS3’ A is preferred to B iff A is superior to B wrt OS.

EPS4’ A is preferred to B iff A is superior to B wrt Large
or (A is equal to B wrt Large, and A is superior to B
wrt MA) or (A is equal to B wrt Large and MA, and
A is superior to B wrt World = UK).

EPS5’ A is preferred to B iff A is superior to B wrt OS or
(A is equal to B wrt OS, and A is superior to B wrt
Large) or (A is equal to B wrt OS and Large, and A
is superior to B wrt MA) or (A is equal to B wrt OS,
Large, and MA, and A is superior to B wrt USA =
UK).

EPS6’ A is preferred to B iff A is superior to B wrt the
number of MA.

EPST7’ A is preferred to B iff A is superior to B wrt MA.

EPS8’ A is preferred to B iff A is superior to B wrt DFS
or (A is equal to B wrt DFS, and A is superior to B
wrt MA) or (A is equal to B wrt DFS and MA, and A
is superior to B wrt World).



Table 4: Details different Expressed Preference
Schemes (EPS) by clinician and trial. Details of in-
dividual EPS are given in Table 3. So for instance,
for evidence set A, clinician RP used EPS 2.

Clinician Set A Set B Set C
NG 1 2 3
GD 4
DW 6

RP 2

8
2

DKW

2
7
2
8
CG 3

N Co N N Ot

So each EPS, which represents a preference over sets of
evidence, corresponds directly to a preference rule over ar-
guments, and this correspondence is based on the evidence
used as support in the arguments. Whilst we have only con-
sidered a preference rule for each EPS arising in the pilot
study, it is possible to capture a far wider range of possible
EPSs as preference rules using this approach.

Results from pilot study

From the interviews with our six clinicians, we obtained
eight EPSs which are presented in Table 3. The use of each
EPS by clinician and set of studies is detailed in Table 4.
Only two clinicians (RP and DKW) used the same EPS on
all three sets of evidence. The other four clinicians used a
different EPS for some of the sets of evidence. It is also
interesting to note that some EPSs were used at least once
by the majority of clinicians. For instance, EPS 2 was used
by five clinicians.

As explained in the previous section, each EPS has been
represented by a preference rule. This means that we can
then use our argumentation system to automatically aggre-
gate the evidence, and then compare the result with aggre-
gation by each clinician for each set of evidence.

ExAMPLE 13. Consider the set of evidence given by Set
A in Table 2. From this, we can generate the following argu-
ments. Note that the arguments in the left column conflict
with all of those in the right in a symmetrical fashion.

({az}, 71 < 72)
({as}, 1 < 72)
({as}, 71 < 72)
({az,a3}, 71 < 72)
<{a3,a5},7'1 < T2)
({az,as}, 11 < T2)
({a27a3,a5},7'1 < ’7'2>

({a1}, 71 > 72)
({aa}, 1 > 72)

({al,a4},7—1 > T2>

Now, if we apply either EPS2’ or EPSJ’, then we get two
preferred extensions: One extension with the left hand ar-
guments and the other extension with the right hand argu-
ments. Whereas, if we apply EPS1’, or EPS6’, or EPS8’,
then we get one grounded extension which contains the right
hand arguments. This means if we use EPS2’ or EPSJ’,
then 11 and T2 are equally preferred (because we have 71 > T2
as the claim in one preferred extension and 71 < T2 as the
claim in the other preferred extension) whereas if we apply
EPS1’, or EPS6’, or EPS8’, then 12 is preferred over 11 (i.e.

71 < T2 s the claim of the arguments in the grounded ex-
tension). Furthermore, when there is a grounded extension,
we can select an argument as a representative for the win-
ning claim by choosing an unattacked argument with maxi-
mal support (i.e. ({az,as}, 71 < T2)) and thereby provide a
concise rationale for the inference that 1o is preferred over
1. We can also provide the counterargument with mazimal
support (i.e. ({ai,as}, 71 > 72)) to summarize the conflict.

We systematically considered each EPS used by the clini-
cians for each set of evidence. In Table 5, we give the result
of comparing what our argumentation systems stated as pre-
ferred treatment with what with the clinician stated as the
preferred treatment. In this table, we see that for instance,
the clinician NG used EPS 1 on the evidence set A to obtain
T2 as the preferred treatment, and our argumentation used
the preference rule corresponding to EPS 1 (i.e. EPS1’) to
generate T2 as the preferred treatment using the evidence as
and as.

Using Table 5, we can measure the precision of our argu-
mentation system. For each clinician and each evidence set,
we have the clinician’s preferred treatment, and we have the
preferred treatment from our argumentation. We say there
is agreement if the clinician’s preferred treatment agrees
with that given by the argumentation system. So there is
agreement if both say 71, or if both say 7, or if both say
71,72, otherwise there is disagreement. According to this
measure, we see that in 14 out of 18 cases (where each case
is a clinician and an evidence set), there is agreement. For
the 4 out of 18 cases where there is disagreement, it is where
the argumentation system is more sceptical and so chooses
71,72, whereas the clinician had chosen one of 7 or 7».

Discussion of pilot study

Although the sets of evidence presented in the pilot study are
artificial, we note that the data in Table 2 are very similar
to those we have obtained from NCI and NICE Guidelines.

The formalism for the preference rules presented here is
deliberately simple. Despite that, we were able to capture
all eight of the preference criteria used by the clinicians.

Given the three sets of trials and six clinicians, there were
18 possible points on which to assess agreement between our
approach and the clinician’s choices. Of these 18, there was
agreement on 14. The areas of disagreement occurred be-
cause the clinicians’ preference criteria, each represented by
an EPS, allowed different preferred extensions containing ar-
guments with two different claims, whereas they chose only
one claim. One reason for this is that although we asked the
clinicians for their treatment choices and to explain their
reasoning, we did not feedback the results of the reasoning
to them; thus, for example, when clinician DW chose 71 in
Set B and explained this with reference to EPS 7, we did
not demonstrate that using EPS 7 (which only considers
whether a study is a MA) with Set B leads to two possible
outcomes, based on either by or bs and bs. If we were able to
provide that feedback from our argumentation system, then
it would be possible for the clinician to revise their choice of
preferred treatment based on the evidence or to use another
EPS.

A question raised by this work is to what extent the dif-
ferent EPS actually represent different preference strategies,
especially in terms of the preferred treatment output by the
system and the evidence used to support that. We explored



Table 5: Comparison of reasoning by clinicians and
by argumentation system. Clinician’s Choice is the
clinician’s preferred treatment (and if the clinician
cannot choose, then both possibilities are given sep-
arated by a comma), Support refers to the items
of evidence used in the unattacked arguments in
the grounded extension and System Choice is the
preferred treatment given by the system if it is a
grounded extension (i.e. it is 7; if the claim of the
arguments in the grounded extension are such that
7; is preferred to 7;), otherwise both possibilities are
given separated by a comma.

EPS Clinician Clinician’s  Support System

Choice Choice
Set A

1 NG T2 as, as T2

2 CG/RP T1 - Ti, T2

4 GD T1,T2 - T1, T2

6 DW T2 as, as T2

8 DKW T2 as T2
Set B

2 NG/GD/RP T2 b1 T2

3 CG T2 b1, b2 T2

7 DW 1 - Ti, T2

8 DKW 1 bs, bs T1
Set C

2 DW/RP/CG 5! c1 T1

3 NG T2 - T1, T2

5 GD 051 c1 1

8 DKW To c3 T2

this by identifying when different EPSs used the same ev-
idence to draw the same conclusion. This only occurred
twice. First, for Set A, when EPS 1 and EPS 6 were used
to choose 72 with evidence a3 and a5, and second, for Set C,
when EPS 2 and EPS 5 were used to choose 71 with evidence
c1. Otherwise, the EPSs used different evidence even if the
treatment choosen was the same. This suggests that the
clinicians were drawing non-trivial distinctions on how to
interpret the evidence. Understanding the sensitivity of the
system to different EPSs, and how this should be presented
to the user remains an area for further investigation.

Finally, in this pilot study, we have limited the kinds of
argument that can be presented in order to focus on the pref-
erences used by clinicians. However, in practice we would
need to use more complex evidence tables that take into
account the patient class and involve more than two treat-
ments. This would mean that the set of arguments would
be more diverse, and hence the argument graphs would be
more complex. Nonetheless, we believe that based on the
experience from this pilot study, the use of preference cri-
teria from clinicians can be effectively harnessed for these
more complex evidence tables.

6. ARGUMENTATION IN PRACTICE

The input to our argumentation system is a table of ev-
idence, and we use simple inference rules to generate argu-
ments. These arguments justify choices about treatments,
and we use preference criteria from clinicians to modify the
way in which the arguments interact. The output of the sys-
tem is a grounded or preferred extension with the arguments
showing how the evidence used to derive the claim. As such,
our argumentation system provides on-the-fly aggregation
of clinical evidence to provide evidence-based recommenda-
tions. Furthermore, the evidence is organized in terms of
arguments and counterarguments that highlights points of
agreement and conflict.

In principle our argumentation system could be imple-
mented using existing, well described methodologies and
technologies: for example, evidence tables (in either the form
used in this paper or as Forest plots) are increasingly com-
mon in the medical literature, and there are existing medical
ontologies [13, 15] that we could use to allow for further rea-
soning and abstraction over treatment types. Our approach
to capturing and representing clinical preferences over ev-
idence types is simple, and in our pilot study it was easy
for the clinicians to use them. The algorithm for generating
arguments and the argument graph is simple, and there are
existing argumentation engines [16, 6] that we could use to
calculate the different extensions. The key output for clin-
icians is a summary of the evidence in terms of key argu-
ments, although it remains an open question to what extent
different extensions of argument frameworks coincide with
clinically relevant sets of evidence. Although the argument
graph structure is simple, we are also developing techniques
to output the same information as textual summaries, which
may be more appropriate for clinical users.

In an implemented version of our argumentation system
we could include a range of in-built EPS, or allow the user to
add their own. Allowing the user to experiment with differ-
ent EPS and different subsets of evidence would enable them
to explore how sensitive their decision-making was to both
preferences and the influence of particular studies. They
could also investigate the EPS selected by other users to
explore different attitudes to aggregating evidence.

7. CONCLUSIONS

The problem of conflicting information is a general issue
in handling knowledge and it arises in virtually all real-world
domains. It is certainly a key problem in analyzing results
from clinical trials. It is common for different trials of the
same treatments to have conflicting results. Yet in order
to use the results of clinical trials, it is necessary to har-
ness techniques that handle such inconsistent information
by highlighting important conflicts and suppressing unim-
portant conflicts.

Argument systems aim to reflect how human argumenta-
tion uses conflicting information to construct and analyze
arguments. There is a number of frameworks for computa-
tional models of argumentation. They incorporate a formal
representation of individual arguments and techniques for
comparing conflicting arguments (for reviews see [2, 3]).

In this paper, we have drawn on argumentation techniques
(in particular influenced by assumption-based argumenta-
tion [5]) to provide a general framework for taking evidence
involving multiple outcome indicators and aggregate it in



terms of arguments. In this framework, we instantiate ab-
stract argument graphs with arguments generated by infer-
ence rules applied to the evidence, and attacks relationships
obtained via the preference rules. For any application of
our framework, a specific set of inference rules and prefer-
ence rules needs to be given. Our pilot study used realis-
tic examples of clinical trial summaries to evoke preferences
from clinicians. We have then shown how these summaries
can be used to generate arguments, and how we can cap-
ture the clinicians’ preferences formally in order determine
preferences between arguments. Separate to this, in [12], we
have undertaken a case study with evidence taken from 21
meta-analyses concerning 5 treatment options for raised in-
traocular pressure (raised IOP) and showed that the results
we obtained corresponded closely with those presented in the
NICE Guideline for Glaucoma. Taken together, these two
papers indicate the potential viability of using argument-
based techniques for aggregating clinical evidence.

Little work exists that aims to address the problem in fo-
cus here. Medical informatics and bioinformatics research
rarely address the issues inherent in the analysis of primary
evidence, especially from clinical trials. Previous interesting
work ([7, 14, 17, 18] and others) exists that uses argumenta-
tion as a tool in medical decision support, but starts with a
set of hand-crafted arguments. Our work is distinct in that
we start with a set of primary evidence and generate the
arguments from it.

In future work, we plan to explore the space of preference
rules in more detail. In particular, we need to undertake
further interviews with clinicians to better understand the
preference criteria they use for evidence aggregation. We
also would like to explore the robustness of evidence aggre-
gation in the presence of new evidence. In addition, we plan
to develop a prototype system (as suggested in the previous
section), and investigate its appropriateness for clinical use.
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