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Abstract

A number of proposals have been made to define inconsistency measures. Each has its rationale. But to date, it is not clear how to delineate the space of options for measures, nor is it clear how we can classify measures systematically. In this paper, we introduce a general framework for comparing syntactic inconsistency measures. It uses the construction of an inconsistency graph for each knowledgebase. We then introduce abstractions of the inconsistency graph and use the hierarchy of the abstractions to classify a range of inconsistency measures.

Introduction

Inconsistency is a key issue for operating in the real world. If we are to build computing systems that are inconsistency tolerant (i.e. systems that can handle inconsistency in information, opinions, requirements, desires, plans, etc.) then we need technologies for assessing and acting on inconsistency (Gabbay and Hunter 1991; Bertossi, Hunter, and Schaub 2004; Calvanese et al. 2008; Eiter et al. 2014).

A key aspect of inconsistency tolerance is the need to measure inconsistency so that we can better assess the nature of the inconsistency. By knowing more about the kind and degree of inconsistency, we are better able to take an appropriate action to deal with it. Application areas being developed that harness measures of inconsistency included software engineering (Mu, Liu, and Jin 2012; Borgida, Jureta, and Zamansky 2015), network intrusion detection (McAreevey et al. 2011), reasoning with spatial and temporal information (Condotta, Raddaoui, and Salhi 2016), answer set programming (Ulbricht, Thimm, and Brewka 2016), and robotics (Costa and Martins 2016).

Numerous proposals for inconsistency measures have been made (Grant 1978; Knight 2001; Hunter 2002; Konieczny, Lang, and Marquis 2003; Hunter and Konieczny 2004; Grant and Hunter 2006; Hunter and Konieczny 2006; Ma et al. 2007; Qi and Hunter 2007; Grant and Hunter 2008; Zhou et al. 2009) and some inter-relationships established (e.g. (Grant and Hunter 2011; Thimm 2016b)). Furthermore, some axioms have been proposed for the minimal properties of such measures (Hunter and Konieczny 2006; 2010), and

Preliminaries

We assume a propositional language $\mathcal{L}$ of formulas composed from a countable set of propositional variables (atoms) $\mathcal{P}$ and the logical connectives $\land, \lor, \neg$. We use $\phi$ and $\psi$ for arbitrary formulas and $a, b, c, \ldots$ for atoms. A knowledgebase $K$ is a finite set of formulas. We let $\vdash$ denote the classical consequence relation, and write $K \vdash \bot$ to denote that $K$ is inconsistent. We write $\mathbb{R}_{\geq 0}$ for the set of nonnegative real numbers, $\mathbb{R}_{\geq 0}^\infty$ for $\mathbb{R}_{\geq 0} \cup \{\infty\}$, $\mathcal{K}$ for the set of all knowledgebases (in some presumed language $\mathcal{L}$), and $2^X$ for the set of all subsets (the power set) of any set $X$.

For a knowledgebase $K$, $\text{MI}(K)$ is the set of minimal inconsistent subsets (MISs) of $K$, and $\text{MC}(K)$ is the set of maximal consistent subsets of $K$. Also, if $\text{MI}(K) = \{M_1, \ldots, M_n\}$ then $\text{Prob}(K) = M_1 \cup \ldots \cup M_n$ is the set of
2. If \( K \) is a knowledgebase, then \( I(K) = I(K\setminus \{\phi\}) \) for all \( \phi \in \text{Free}(K) \).

MI-separability If \( M(K∪K') = M(K)∪M(K') \) and \( M(K)∩M(K') = \emptyset \), then \( I(K∪K') = I(K)+I(K') \).

Penalty If \( \phi \in \text{Prob}(K) \), then \( I(K) > I(K\setminus \{\phi\}) \).

Super-additivity If \( K∩K' = \emptyset \), then \( I(K∪K') ≥ I(K) + I(K') \).

Attenuation If \( K, K' \) are MISs and \(|K| < |K'|\), then \( I(K) > I(K') \).

Equal Conflict If \( K, K' \) are MISs and \(|K| = |K'|\), then \( I(K) = I(K') \).

Almost Consistency If \( K_1, K_2, \ldots \) is a sequence of MISs with \( \lim |K_i| = \infty \), then \( \lim_{i \to \infty} I(K_i) = 0 \).

The Independence and MI-separability properties were proposed in (Hunter and Konieczny 2008). Penalty and Super-additivity come from (Thimm 2009). Attenuation, Equal Conflict, and Almost Consistency were proposed in (Mu, Liu, and Jin 2011).

Next we recall ten inconsistency measures from the literature: the rationale for each is given below.

**Definition 2.** For a knowledgebase \( K \), the inconsistency measures \( I_B, I_M, I_A, I_P, I_C, I_#, I_H, I_{\text{nc}}, I_h, I_\eta \) are such that

1. \( I_B(K) = 1 \) if \( K \vdash \bot \) and \( I_B(K) = 0 \) if \( K \not\vdash \bot \).
2. \( I_M(K) = |M(K)| \).
3. \( I_A(K) = (|MC(K)| + |\text{Selfcontradictions}(K)|) - 1 \).
4. \( I_P(K) = |\text{Prob}(K)| \).
5. \( I_C(K) = \text{Contension}(K) \).
6. \( I_#(K) = \left\{ \begin{array}{ll} 0 & \text{if } K \text{ is consistent} \\ \sum_{X \in M(K)} |X| & \text{otherwise} \end{array} \right. \)
7. \( I_H(K) = \min\{|X| \mid X \subseteq K \text{ and } \forall M \in M(K) \text{ } X \cap M \neq \emptyset \} \).
8. \( I_{\text{nc}}(K) = |K| - \max\{n \mid \forall K' \subseteq K \} \).
9. \( I_h(K) = \min\{|H| \mid H \text{ is a hitting set of } K\} - 1 \) with \( \min \emptyset = \infty \).
10. \( I_\eta(K) = 1 - \max\{\eta \in [0,1] \mid \text{def. in (Xiao and Yue 2012)} \} \).

We explain the measures as follows: \( I_B \) (Hunter and Konieczny 2008) assigns the same value, 1, to all inconsistent knowledgebases. \( I_M(K) \) (Hunter and Konieczny 2008) counts the number of minimal inconsistent subsets of \( K \). \( I_A(K) \) (Grant and Hunter 2011) counts the sum of the number of maximal consistent subsets together with the number of at least one free atom.

1This concept of hitting sets differs from Reiter’s (1987).

2We consider only absolute inconsistency measures and exclude relative inconsistency measures (ratios) such as \( I_{MUS} = \frac{|\text{Atoms}(M/K)|}{|\text{Atoms}(K)|} \).
of contradictory formulas but 1 must be subtracted to make \( I(K) = 0 \) when \( K \) is consistent. \( I_P(K) \) (Grant and Hunter 2011) counts the number of formulas in minimal inconsistent subsets of \( K \). \( I_C(K) \) (Konieczny, Lang, and Marquis 2003; Grant and Hunter 2011) counts the minimum number of atoms that need to be assigned \( B \) amongst the 3VL models of \( K \). \( I_{\#}(K) \) (Hunter and Konieczny 2008) computes the weighted sum of the minimal inconsistent subsets of \( K \) where the weight is the inverse of the size of the minimal inconsistent subset (and hence smaller minimal inconsistent subsets are regarded as more inconsistent than larger ones). \( I_M(K) \) (Grant and Hunter 2013) is the size of the smallest set that has a non-empty intersection with every minimal inconsistent subset (originally called the d-hit inconsistency measure). \( I_{nc}(K) \) (Doder et al. 2010; Thimm 2016a) finds the maximum size for a subset of \( K \) to be surely consistent and subtracts it from the size of the \( K \). \( I_{h.s}(K) \) (the hitting set measure) (Thimm 2016b) computes the minimum number of classical interpretations \( i \in I_C \) needed for all formulas in \( K \) to be evaluated to \( T \) by some \( i \); then one is subtracted. This minimum will be infinite if there is a selfcontradiction in \( K \). \( I_q(K) \) (Knight 2001) is one minus the maximum probability lower bound one can consistently assign to all formulas in \( K \). Each of these measures satisfies the definition of being an inconsistency measure (i.e. Definition 1) and, apart from \( I_{nc} \), the property of independence. To see the failure of independence, consider \( K = \{ a \land \neg a, b \} \). Here \( b \) is free in \( K \), but \( I_{nc}(K) = 2 \) and \( I_{nc}(K \setminus \{ b \}) = 1 \). For other properties that hold for these measures, see (Thimm 2016a).

The use of minimal inconsistent subsets, such as for \( I_M \), \( I_P \), and \( I_{\#} \), and the use of maximal consistent subsets such as \( I_A \), have been proposed previously for measures of inconsistency (Hunter and Konieczny 2004; 2008). The idea of a measure that is sensitive to the number of formulas to produce an inconsistency emanates from Knight (2001) in which the more formulas needed to produce the inconsistency, the less inconsistent the set. As explored in (Hunter and Konieczny 2008), this sensitivity is obtained with \( I_{\#} \). Another approach involves looking at the part of the language that is touched by the inconsistency, such as \( I_C \), which is a semantic approach based on three-valued logic (Grant and Hunter 2011), and similar to the ones based on four-valued logic (e.g. (Hunter 2002)).

**Graphical Representation of Inconsistency**

We now introduce graphical representations of a knowledgebase.

**Definition 3.** A bipartite graph (or bigraph) is a tuple \( G = (U, V, E) \) where \( U \) and \( V \) are disjoint sets of vertices and \( E \) is the set of edges between \( U \) and \( V \); i.e., \( e \in E \) implies \( e = \{u, v\} \) for some \( u \in U \) and \( v \in V \).

An edge \( e = \{u, v\} \) is said to connect (and be incident to) \( u \) and \( v \), which are then called adjacent vertices. We write \( \text{Adj}(v) \) for the set of vertices adjacent to \( v \). A vertex is said to be isolated if there is no edge incident to it. Then \( \text{deg}(v) = |\text{Adj}(v)| \). The null bigraph is \( (\emptyset, \emptyset, \emptyset) \).

We now introduce a representation for the structure of the minimal inconsistent sets of a knowledgebase.

**Definition 4.** An inconsistency graph for knowledgebase \( K \) is a bigraph \( IG(K) = (U, V, E) \) such that there are bijections \( b_U : U \rightarrow \text{Prob}(K) \) and \( b_V : V \rightarrow \text{MI}(K) \) yielding \( E = \{\{u, v\} \mid b_U(u) \in b_V(v)\} \).

We cannot tell the size of the original knowledgebase from its inconsistency graph because the free formulas are not included. To capture the free formulas, we define an augmented version, called the augmented inconsistency graph \( IG^+(K) = (U, V, E) \) where the only difference between the two is the inclusion of the nodes in \( U \) corresponding to free formulas, i.e. the bijection is \( b_U : U \rightarrow K \). The sets \( V \) and \( E \) are the same for the inconsistency graph and the augmented inconsistency graph.

The inconsistency graph of a consistent knowledgebase \( K \) is the null bigraph. Note that, by definition, an inconsistency graph cannot have any isolated vertices.

Clearly, the inconsistency graph \( IG(K) \) is a subgraph of the augmented inconsistency graph \( IG^+(K) \).

**Example 1.** Let \( K = \{ a, \neg a \lor \neg b, b, \neg a \lor c, \neg c \lor d, \neg d, e \lor f \} \). Note that \( \text{MI}(K) = \{\{a, \neg a \lor \neg b, b\}, \{a, \neg a \lor c, \neg c \lor d, \neg d\}\} \). The inconsistency graph for \( K \) is below.

The augmented inconsistency graph is below.

We do not put the labels on the nodes since we do not need them: only the structure of the graphs is important for our purpose.

Even though minimal inconsistent subsets of a knowledgebase are a natural starting point for considering how the inconsistency permeates a knowledgebase, we only need their structure, abstracted in the (augmented) inconsistency graphs, to capture the existing syntactic inconsistency measures.

Our first result about inconsistency graphs is a representation theorem. We show under what conditions a bigraph may represent an augmented inconsistency graph.

**Theorem 1.** Let \( G = (U, V, E) \) be a bigraph. Then \( G = IG^+(K) \) for some knowledgebase \( K \) iff the following two conditions hold for \( G \):

1. No vertex in \( V \) is isolated.
2. For all \( v, v' \in V \), if \( v \neq v' \) then \( \text{Adj}(v) \not\subseteq \text{Adj}(v') \).

**Corollary 1.** Let \( G = (U, V, E) \) be a bigraph. Then \( G = IG(K) \) for some knowledgebase \( K \) iff the following two conditions hold for \( G \):

1. \( G \) contains no isolated vertex.
2. For all \( v, v' \in V \), if \( v \neq v' \) then \( \text{Adj}(v) \not\subseteq \text{Adj}(v') \).
The graphs are a convenient way of conceptualizing the required abstractions that we need to consider. In addition, for small examples, the (augmented) inconsistency graphs are a simple way of visualizing the nature of the inconsistencies and of their measures. However, we are not proposing inconsistency graphs as a visualization tool for practical applications. Our aim in this paper is to show that the exploitation of this structure is the common ground of most syntactical inconsistency measures, and that it also offers a practical tool to define and classify such measures.

**IG Inconsistency Measures**

In this section we investigate the relation of inconsistency graphs to inconsistency measures. We show how several inconsistency measures from the literature can be represented as functions from the inconsistency graph and study when functions on inconsistency graphs yield inconsistency measures. Employing only the inconsistency graph for a knowledgebase, as the free formulas are not needed, we can calculate a number of the syntactic measures of inconsistency, without needing the knowledgebase itself, as we show next.

**Proposition 1.** Let $IG(K) = (U, V, E)$ be the inconsistency graph for a knowledgebase $K$. Then,

1. $I_B(K) = \begin{cases} 0 & \text{if } V = \emptyset \\ 1 & \text{otherwise} \end{cases}$
2. $I_M(K) = |V|$
3. $I_P(K) = |U|$
4. $I_{#}(K) = \begin{cases} 0 & \text{if } V = \emptyset \\ \sum_{v \in V} \frac{1}{\deg(v)} & \text{otherwise} \end{cases}$
5. $I_H(K) = \min\{|X| \mid X \subseteq U \text{ and every } v \in V \text{ is adjacent to some } u \in X\}$

To characterize inconsistency measures that are functions of the inconsistency graph, such as in Proposition 1, we denote by $G(G^+)$ the set of all (augmented) inconsistency graphs.

**Definition 5.** An inconsistency measure $I : K \rightarrow R^{\geq 0}$ is IG (resp. augmented IG) if there is a function $f : G \rightarrow R^{\geq 0}$ such that $I(K) = f(IG(K))$ (resp. $I(K) = f(IG^+(K))$) for all $K \in K$.

**Proposition 2.** The inconsistency measures $I_B, I_M, I_P, I_{#}$ and $I_H$ are IG measures.

Since inconsistency graphs are recovered from augmented inconsistency graphs by simply discarding the isolated vertices (which correspond to the free formulas), every IG inconsistency measure is also an augmented IG measure. Even though we will show that the converse does not hold, in general most augmented IG inconsistency measures in the literature are indeed IG measures; thus we focus on the latter. This is due to the fact that IG measures are exactly the augmented IG measures satisfying the independence property, which holds for most measures in the literature (Thimm 2016a). Intuitively, the independence property guarantees that free formulas do not affect the inconsistency measure.

**Proposition 3.** An inconsistency measure is an IG measure iff it is an augmented IG measure satisfying independence.

Showing that some measures are (augmented) IG measures can be fairly complicated as they require an algorithmic definition to generate them from the (augmented) inconsistency graph (in contrast to the measures considered in Proposition 1 that can be generated by simple functions).

**Proposition 4.** (i) $I_C$ is not an augmented IG measure. (ii) $I_{nc}$ is not an IG measure, but it is an augmented IG measure. (iii) $I_A, I_{hs}$ and $I_n$ are IG measures.

An augmented IG inconsistency measure depends only on how the formulas in a knowledgebase can be combined to form minimal inconsistent subsets and on the quantity of free formulas. Hence, inconsistency measures that are sensitive to the formulas themselves are not augmented IG measures.

The inconsistency measure $I_n$ (Knight 2001), although formulated in terms of a probabilistic semantics, does not take into account the exact content of each formula in the knowledgebase, but only the consistency of its subsets.

We can use inconsistency graphs not just for classifying existing inconsistency measures but also for defining new inconsistency measures. As an illustration, we will define several new IG inconsistency measures $I(K) = f(IG(K))$, via functions $f$ on the inconsistency graph. If $f : G \rightarrow R^{\geq 0}$ is a function on inconsistency graphs, we denote by $I_f : K \rightarrow R^{\geq 0}$ the function on knowledgebases defined as $I_f(K) = f(IG(K))$ for every $K \in K$. Not every $f : G \rightarrow R^{\geq 0}$ yields a function $I_f : K \rightarrow R^{\geq 0}$ that is an inconsistency measure, for $I_f$ must satisfy the postulates given in Definition 1.

We use the following definition of a subgraph induced by a subset of $U$ to obtain a correspondence between subsets of a knowledgebase and subgraphs of the inconsistency graph of the knowledgebase.

**Definition 6.** Let $G = (U, V, E)$ be a bigraph and $W \subseteq U$. Let $V' = \{v \in V \mid \text{adj}(v) \subseteq W\}$. Then, let $U' = \{u \in U \mid \exists v \in V' \text{ such that } \{u, v\} \in E\}$. Finally, let $E' = \{(u, v) \in E \mid u \in U' \text{ and } v \in V'\}$. Then we say that $G' = (U', V', E')$ is $U$-induced by $W$.

**Proposition 5.** Let $G = (U, V, E)$ be the inconsistency graph of a knowledgebase $K$ where $K = \{\phi_1, \ldots, \phi_m\}$ and each $u_i \in U$ represents the corresponding $\phi_i \in K$ and also $MI(K) = \{\Delta_1, \ldots, \Delta_n\}$ and each $v_j \in V$ represents the corresponding $\Delta_j$. Let $K' \subseteq K$. Then $G' = (U', V', E')$ is the inconsistency graph of $K'$ iff $G'$ is the bigraph $U$-induced from $G$ by $W$ s.t. $W \subseteq U$ corresponds to the elements of $K'$.

Proposition 5 gives the exact process of obtaining all the inconsistency graphs for all the subsets of a knowledgebase. This allows us to specify a necessary and sufficient condition that a function $f$ on inconsistency graphs must satisfy in order for $I_f$ to be an inconsistency measure.

**Theorem 2.** Let $f : G \rightarrow R^{\geq 0}$, $I_f : K \rightarrow R^{\geq 0}$ is an inconsistency measure iff the following two conditions hold:

1. $f(G(0)) = 0$ iff $G = (\emptyset, \emptyset, \emptyset)$;
2. If \(G' = (U', V', E')\) is \(U\)-induced by \(W\) (\(W \subseteq U\)) from \(G = (U, V, E)\) then \(f(G') \leq f(G)\).

**Corollary 2.** Let \(f : G \rightarrow \mathbb{R}_{\infty}^0\) be such that

1. \(f(G) = 0\) iff \(G = (\emptyset, \emptyset, \emptyset)\),
2. If \(G' \subseteq G\) then \(f(G') \leq f(G)\)

Then \(I_f\) is an inconsistency measure.

Besides the inconsistency measures from Proposition 1, we can conceive of a number of IG measures \(I_f\) based on functions on inconsistency graphs.

**Proposition 6.** The following functions \(I_f\) are defined below for all \(G = (U, V, E) \in G\), yield inconsistency measures \(I_f : K \rightarrow \mathbb{R}_{\infty}^0\). (We put in parentheses the meaning for the corresponding knowledgebase.)

- \(f_1(G) = |U| + |V|\) (the number of problematic formulas plus the number of minimal inconsistent subsets)
- \(f_2(G) = |E|\) (the sum of the sizes of the MISs)
- \(f_3(G) = |U| + |V| + |E| \cdot (f_1(G) + f_2(G))\)
- \(f_4(G) = \begin{cases} 0 & \text{if } U = \emptyset \\
\frac{\sum_{u \in U} deg(u)}{\sum_{v \in V} deg(v)} & \text{otherwise}
\end{cases}\)

(0 if \(K\) is consistent, otherwise the sum of the reciprocals of the sizes of the MISs weighted by the average number of MISs containing their elements)

- \(f_5(G) = \begin{cases} 0 & \text{if } U = \emptyset \\
1 + |\{u \in U \mid deg(u) \geq 2\}| & \text{otherwise}
\end{cases}\)

(0 if \(K\) is consistent, otherwise one plus the number of formulas that are in at least two MISs)

- \(f_6(G) = \begin{cases} 0 & \text{if } U = \emptyset \\
1 + \sum_{v \in V} \frac{1}{\sum_{u \in U} deg(u)} & \text{otherwise}
\end{cases}\)

(0 if \(K\) is consistent, otherwise one plus the sum of the reciprocals of the sizes of the intersections of each pair of minimal inconsistent subsets)

- \(f_7(G) = \begin{cases} 0 & \text{if } U = \emptyset \\
\max\{deg(u) \mid u \in U\} & \text{otherwise}
\end{cases}\)

(0 if \(K\) is consistent, otherwise the maximum number of minimal inconsistent subsets containing the same formula)

- \(f_8(G) = \begin{cases} 0 & \text{if } U = \emptyset \\
|\{v \in V \mid deg(v) = 1\}| + \max\{deg(u) \mid u \in U\} & \text{otherwise}
\end{cases}\)

(0 if \(K\) is consistent, otherwise the number of self-contradictions plus the maximum number of minimal inconsistent subsets containing the same formula)

**Proposition 7.** \(I_f\) satisfies independence for \(1 \leq i \leq 8\), MI-separability for \(i = 2\), penalty for \(1 \leq i \leq 4\), superadditivity for \(1 \leq i \leq 6\), attenuation for \(i = 4\), equal conflict for \(1 \leq i \leq 8\) and almost consistency for \(i = 4\).

**Consistency Graphs**

The structure of the maximal consistent subsets of a knowledgebase can also be represented by bigraphs. Again, free formulas can be either included or ignored, yielding two types of bigraphs for maximal consistent subsets. To keep a parallel with inconsistency graphs, free formulas are ignored in what is defined as the consistency graph, but allowed for in its augmented form:

**Definition 7.** An (augmented) consistency graph for knowledgebase \(K\) is a bipartite \((U, V, E)\) such that there are bijections \(b_U : U \rightarrow \text{Prob}(K)\) (\(b_V : V \rightarrow \text{MC}(K)\)) yielding \(E = \{(u, v) \mid b_U(u) \in b_V(v)\}\).

Even though the (augmented) consistency graph of a knowledgebase is based on its maximal consistent subsets, it encodes the structure of the minimal inconsistent subsets as well. Conversely, from the (augmented) inconsistency graph one can recover the (augmented) consistency graph. Let \(G_c(\mathbb{G}^+\prime)\) be the set of all (augmented) consistency graphs.

**Theorem 3.** There is a computable bijection \(h : \mathbb{G}^+ \rightarrow \mathbb{G}_c^+\) (\(h : G \rightarrow G_c\)) such that, for any \(K \in \mathbb{G}_c\), \(G = IG^+(K)\) iff \(h(G) = CG^+(K)\) (\(G = IG(K)\) iff \(h(G) = CG(K)\)).

As a consequence of Theorem 3, an inconsistency measure that is a function of the (augmented) consistency graph is also a function of the (augmented) inconsistency graph, and vice-versa. Nonetheless, some measures can be described more economically and intuitively through the consistency graph. For instance, if \(CG(K) = (U, V, E)\), \(I_A(K) = |V| + |\{u \in U \mid deg(u) = 0\}| - 1\).

**Abstracting the Inconsistency Graph**

So far we have considered four representations for a knowledgebase: the inconsistency and consistency graphs and their augmented versions. We also investigated inconsistency measures that can be calculated from such graphs. But some inconsistency measures that can be computed from the inconsistency graph (the ones we called IG measures) do not actually use all the information provided by the inconsistency graph. This suggests that there are simpler representations that still convey enough information to compute them. In this section we will build a hierarchy of such representations and a corresponding hierarchy for inconsistency measures based on how much information is needed to compute them.

We call such a representation an abstraction as it abstracts some information from a knowledgebase in a uniform way. We write \(A\) for the set of objects for a particular abstraction and call \(A\) an abstraction space. For instance so far we have used the set of bigraphs as an abstraction space. We also need a mapping that takes each knowledgebase to an object in the abstraction space. We do not formally define what types of operations are allowed for a mapping but note that determining if a set of formulas is consistent or inconsistent is allowed.

**Definition 8.** An abstraction class \(C\) (or simply a class) is a pair \(C = \langle A, m_C \rangle\) where \(m_C : K \rightarrow A\). An inconsistency measure \(I\) is in class \(C\) if there is a function \(f_C : A \rightarrow \mathbb{R}_{\infty}^0\) such that \(I(K) = f_C(m_C(K))\) for all knowledgebases \(K\).

We then call \(I\) a \(C\) measure.

We will sometimes write a class as \(C\) with a subscript but often it will be convenient to use just the subscript of \(C\) for the class name. Thus \(C_{IG} = IG = (\mathbb{G}, IG)\), where \(\mathbb{G}\)
is the set of bigraphs and IG(K) is the inconsistency graph of K, is a class and the IG inconsistency measures are exactly the ones in CG. Similarly, the class IG⁺ = ⟨G, IG⁺⟩ contains all augmented IG measures. In order to be precise in the definition of fc, we should use Range(mc) instead of A because it is possible that not all elements of A are in Range(mc). However, since Range(mc) ⊆ A, there is such fc : A → ℝ≥0 if there is a fc : Range(mc) → ℝ≥0 with the same required property. Hence, we use both definitions interchangeably.

Another example is C_B = ⟨{0, 1}, I_B⟩, the binary class, where I_B was given in Definition 2. I_B is a measure in this class. In this case fc = i_{101}, the identity function on {0, 1}. Due to the consistency postulate for inconsistency measures, no class can have a smaller abstraction space. In general, for any inconsistency measure I we can define the class C_I = ⟨ℝ≥0, I⟩. A trivial case occurs if an inconsistency measure I′ is obtained as a function of some I, that is, I′(K) = g(I(K)) in which case an I′ measure is automatically an I measure. We are interested in classes that encompass genuinely different inconsistency measures, though not every class yields an inconsistency measure. For example, let C = ⟨ℕ, mC⟩ where mC(K) is the number of formulas in K. There is no way to get an inconsistency measure if that is the only information stored about K. We will be interested only in classes that yield inconsistency measures. We call such a class proper and will discuss only proper classes.

We now formulate several classes that are intuitively more abstract than IG. In all of these cases we first show how to obtain the value from the knowledgebase and in parentheses we indicate how to obtain it from the inconsistency graph:

1. **PC** counts the number of problematic formulas (the size of U); 2. **CC** counts the number of minimal inconsistent subsets (the size of V); 3. **VC** combines the PC and CC values into a pair of numbers; 4. **PD** counts for each positive integer n the number of formulas (if not 0) that are in n minimal inconsistent subsets (the number of vertices in U that have degree n) to form a set of ordered pairs of positive integers; 5. **CD** counts for each positive integer n the number of minimal inconsistent subsets (if not 0) that contain n formulas (the number of vertices in V that have degree n) to form a set of ordered pairs of positive integers; 6. **VD** combines the PD and CD sets into an ordered pair; and 7. **EC** counts the sum of the sizes of the minimal inconsistent sets (the size of E).

Table 1 gives all the definitions along with examples of inconsistency measures in each class.

We compare classes with respect to how abstract they are. Consider the class CC = ⟨ℕ, |MI|⟩ which is obtained by abstracting from the knowledgebase its number of minimal inconsistent subsets. But we can also calculate the number of minimal inconsistent subsets from the inconsistency graph by counting the number of vertices in V. However, given the number of minimal inconsistent subsets we cannot construct the inconsistency graph. Thus, intuitively, the class IG is less abstract than the class CC. The most general class is the one where we retain the entire knowledgebase. We denote this class as U = ⟨K, ω⟩ where ωC is the identity function on K and call it the universal class. Next we formally define the abstraction relation on classes.

**Definition 9.** A class C = ⟨A, mC⟩ is less or equally abstract as the class C' = ⟨A', mC'⟩, denoted C ≤ C', if the relation h_C,C' = {⟨mC(K), mC'(K)⟩ | K ∈ A} is a function. We say that C and C' are equally abstract written C ∼ C' if both C ≤ C' and C' ≤ C hold. Furthermore, C is said to be less abstract than C', denoted C < C', when C ≤ C' but C ≠ C'.

**Proposition 8.** The relation ≤ is reflexive and transitive.

Next we present several results that we will use to find abstraction relations between classes. We start with a characterization for equally abstract classes.

**Proposition 9.** C = ⟨A, mC⟩ and C' = ⟨A', mC'⟩ are equally abstract iff h_C,C' and h_{C',C} are inverse functions.

**Corollary 3.** If C ≤ C' and h_C,C' is not one-to-one then C ∼ C'.

As we next show the abstraction relation between classes extends to their inconsistency measures.
Proposition 10. If $C' \preceq C$ ($C'$ is less or equally abstract as $C$) then every $C$ inconsistency measure is also a $C'$ inconsistency measure.

Corollary 4. If $C \preceq C'$ and there is a $C$ inconsistency measure that is not a $C'$ inconsistency measure then $C \prec C'$.

Example 2. $U = \langle K, \iota_K \rangle \preceq C = \langle A, m_C \rangle$ (the universal class is less or equally abstract as any class) because $h_{U,C} \subseteq K \times A$ is a function, defined as $h_{U,C}(\iota_K)(K) = m_C(\iota_K(K))$ for all $K \in K$. We place $U$, the least abstract class, at the top of the hierarchy.

Going in the opposite direction, we wish to show that for any proper class $C$, $C$ is less or equally abstract than the binary class (i.e. $C = \langle A, m_C \rangle \preceq B = \langle \{0, 1\}, I_B \rangle$). For this purpose we need to show that $h_{C,B} \subseteq A \times \{0, 1\}$ is a function. As $C$ is a proper class, there must be an inconsistency measure, say $I_C$ in $C$, and so we have $I_C(K) = f_C(m_C(K))$, for a function $f_c : A \rightarrow \mathbb{R}^{\geq 0}$. Hence, $h_{C,B} : \text{Range}(m_c) \rightarrow \{0, 1\}$ is a function defined as $h_{C,B}(m_C(K)) = 0$ if $f_C(m_C(K)) = 0$, $h_{C,B}(m_C(K)) = 1$ otherwise.

Although we do not require the independence property for inconsistency measures, most measures $I$ in the literature have this property so that $I(K) = I(\text{Prob}(K))$. Thus we can formulate the problematic class $P = \langle K, \text{Prob} \rangle$ where $\text{Prob}$ was defined in the Preliminaries section.

![Figure 1: The abstraction hierarchy of inconsistency measures classes](image)

The abstraction relation among the classes presented in this section (including Table 1) is given by the next result and summarized in Figure 1.

Theorem 4. The following abstraction relations hold: (1) $U \prec I^{+}$, $P$; (2) $I^{+}, P \prec I$; (3) $I \prec VD$; (4) $VD \prec PD, VC, CD$; (5) $PD \prec PC, EC$; (6) $VC \prec PC, CC$; (7) $CD \prec EC, CC$; (8) $PC, EC, CC \prec B$.

It is straightforward to show how developments of the measures reviewed in this paper (such as the vector-based approach of (Mu et al. 2011)) can fit into this hierarchy.

Let us note that there are some related works that have already used similar graphs (Jabour, Ma, and Radaoui 2014) and hypergraphs (Jabour et al. 2016) for inconsistency measures, but not only to define new inconsistency measures. The main point of our paper is that inconsistency graphs can be used to compare and classify most syntactical inconsistency measures.

The general framework we have proposed complements the framework proposed in (Thimm 2016b) where the expressivity of an inconsistency measure is quantified in terms of the size of its range when its domain is restricted somehow. In contrast, the abstraction classes we propose are meant to capture the information needed to compute a measure. When a class $C$ is said to be less abstract than $C' = \langle A', m' \rangle$, this means that the information conveyed by the elements of $A'$ is not enough to compute all measures in $C$. Nevertheless, it may be the case that some measures in $C'$ have higher Thimm’s expressivity (in all 4 dimensions) than measures in $C$ that are not in $C'$.

**Conclusion and Future Work**

In this paper we propose the first, as far as we know, general definition of a large family of inconsistency measures, thanks to the notion of inconsistency graphs, that leads to a hierarchy of these measures based on how much information is needed to compute them. Even though we have intentionally avoided defining syntactic measures, the definition of IG measures seems to formally capture this intuitive idea. Evidence for this is that most inconsistency measures called syntactic are indeed IG measures, but no measure said to be semantic is so.

The framework in this paper can be exploited in a precise way to compare different proposals for inconsistency measures, and in particular of the information that is required to calculate a given measure, and to identify new measures. So for a given application, an awareness of where a measure resides in the hierarchy will facilitate a clearer understanding of what is being measured, and whether that is appropriate for that application. Future work includes the classification of non-syntactic inconsistency measures (e.g. (Konieczny, Lang, and Marquis 2003)).
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