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Abstract—Genetic improvement uses automated search to improve existing software. It has been successfully used to optimise various program properties, such as runtime or energy consumption, as well as for the purpose of bug fixing. Genetic improvement typically navigates a space of thousands of patches in search for the program mutation that best improves the desired software property. While genetic programming has been dominantly used as the search strategy, more recently other search strategies, such as local search, have been tried. It is, however, still unclear which strategy is the most effective and efficient. In this paper, we conduct an in-depth empirical comparison of a total of 18 search processes using a set of 8 improvement scenarios. Additionally, we also provide new genetic improvement benchmarks and we report on new software patches found. Our results show that, overall, local search approaches achieve better effectiveness and efficiency than genetic programming approaches. Moreover, improvements were found in all scenarios (between 15% and 68%). A replication package can be found online: https://github.com/bloa/tevc_2020_artefact.
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I. INTRODUCTION

Genetic improvement (GI) [1] uses automated search in order to improve existing software. GI arose as a separate field of research only in the last few years, yet it has already been successfully applied to a wide range of programs. GI has been used to improve both functional properties of software, such as fixing of bugs [2] and addition of new functionality [3], as well as non-functional software properties, such as reduction of software’s running time [4], memory [5], and energy [6] consumption. GI-evolved code changes have been adopted into development [7], with a couple of companies using GI during bug fixing process [8]. [9].

Roughly speaking, GI takes existing software and mutates it until a variant is found that is better than the original program with respect to some desired property. GI has been applied at the source code [4], binary, and assembly level [10]; however, with explainability and exploitability in mind, most GI works target source code [1]. Mutation granularity also varies, with changes applied at the line level, abstract syntax tree (AST) [11] and expression level [5]. The most common operators found in the literature are deletion, replacement, and insertion of code found in the original software. There is also work using transplantation, injecting code from other programs [3].

The search space for code changes is vast. Considering the simplest case with deletions, replacements, and insertions applied at the line level, there are \((l + 1) \times (l - 1) + l \times (l - 1)\) single potential edits, where \(l\) is the number of relevant lines in the given software. Furthermore, this number grows exponentially when combinations of edits are considered. Therefore, meta-heuristics, such as genetic programming, have been proposed to navigate the GI search space, with successful results.

Many different GI frameworks and toolkits have been developed and used, often using variations in their core search process. Nowadays GI search processes are based on either genetic programming (GP) [12–14], with, for example, the GISMOE framework [4], or stochastic local search [15], with, for example, the recent PyGGI [16–18] or Gin [19], [20] frameworks. However, though literature search strategies have proven themselves to be effective in practice, they have not yet been empirically compared and analysed.

In order to come closer to answering the question which search strategy is the most efficient and effective in GI, a few studies tried to answer the question of what the search space of code changes looks like in practice [21]. In each work a particular GI framework was used, and none compared the different possible search strategies. Nevertheless, it was shown that the search space is largely neutral, i.e., many mutations lead to software variants that pass the same number of test cases as the original code. If such a search space is navigated efficiently, it will open up great possibilities for improvement of non-functional properties of software, such as running time, energy or memory consumption. It is worth mentioning that most of the studies looked into the search space of code mutations in the context of bug fixing. We believe that part of the reason for this focus is that there is no standard benchmark for GI for improvement of non-functional properties.

In this study, we set up an empirical comparative study to learn more about the GI search process and ultimately find out which search strategy is the most successful in navigating the GI search space. We focus on the following research questions:

**RQ1:** How generalisable are the generated patches?

**RQ2:** How consistent is GI performance?

**RQ3:** How often do GI approaches find improvements and how good are the improvements found?

**RQ4:** Which search heuristic is overall the most effective?

Specifically, our contributions include:

- a comprehensive empirical study of 18 search strategies;
- new benchmarks and target software for non-functional genetic improvement;
- implementation of new search strategies in PyGGI.
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II. RELATED WORK

GI approaches have been traditionally built upon GP systems. In automated program repair (APR), the very influential GenProg tool [11] cemented the idea that genetic approaches could be used to repair bugs and improve software’s functional properties. Efficiency of alternative GenProg components (representation, mutation, crossover) have been studied in several studies [22], [23]. There has been an exponential increase in the number of publications on GI in recent years, improving various GI components, and expanding to new programming languages and application domains ([6], [17], [18], and many others). Very few though compare just the search component.

Arcuri [24] compared GP, hill climbing and random search for the purpose of repairing small Java programs, showing superiority of GP in terms of fault fixing ability. Qi et al. [25] implemented a random search strategy within GenProg and concluded that random search can be as effective as GP, whilst improving efficiency of the search process. The authors, however, changed the regression testing strategy for their random search. ASTOR, a comparison framework for APR approaches has also been developed, though no study yet exists that compares just the search component [26]. In the context of improvement of non-functional properties, we are the first to compare different GP search strategies and random search in [27]. That case study suggested that all surveyed approaches were able to produce improved software versions, although resulted in no clear winner. Finally, there have been studies directly investigating the program search space of GI problems [21], for example reporting on large number of neutral variants [23]. Rather than primarily relying on empirical observations, these studies can bring better insight the search process and indirectly hint towards which type of search should be preferred.

III. GENETIC IMPROVEMENT

In this section we deal with the general algorithmic details of GI. First, we present edit sequences, the usual GI solution representation. Then, we detail several types of search strategies which will be compared in the experiments: (1) random search, used as a baseline; (2) genetic programming, the original and search strategy of many GI systems; (3) local search, as an alternative GI works. The initial population is obtained by generating invalid individuals are filtered and up to \( n/2 \) valid parents are selected, starting with those having the best fitness. For each single parent, another valid individual from the population is selected, starting with those having the best fitness. At the end of the procedure the mutant yielding the best fitness is returned. Random search is a purely exploratory strategy, with no intensification. In particular, combinations of good edits can only happen if those edits are generated during the same iteration. Likewise, if the final incumbent mutant contains multiple edits, no information is carried on whether they all are necessary or if some of them are either unnecessary or even have a negative impact on the final fitness. Random search provides a very simple and natural baseline, whilst also providing many sample-related statistics for the target software.

B. Random Search

Random search is arguably the simplest search strategy: every iteration a new mutant is generated, modifying the original software by up to \( m \) edits. At the end of the procedure the genotype of the best fitness is returned. Random search provides a very simple and natural baseline, whilst also providing many sample-related statistics for the target software.

C. Genetic Programming

Genetic programming (GP) [12] has been used in GI since the inception of the field [29], and since in most of GI work both for the improvement of functional and non-functional properties. In contrast to random search, which was a strict exploratory procedure, GI simultaneously evolves a population of solutions, using both mutation and crossover.

We describe a very simple GP search process used in many GI works. The initial population is obtained by generating \( n \) individuals with a single random edit. Then, in each generation invalid individuals are filtered and up to \( n/2 \) parents are selected, starting with those having the best fitness. For each single parent, another valid individual from the population is selected and used through crossover to obtain a single offspring. Each single parent is then again used to obtain a second offspring, this time through mutation. At the end of the generation, the offspring obtained by crossover and those obtained by mutation are evaluated and combined to form the next population. The valid individuals of the previous generation are considered as parents and sorted by fitness (as defined in Section IV-B). If there are fewer than \( n/2 \) valid parents, new individuals with a single random edit are generated until the new population reaches \( n \) individuals. Multiple types of GP crossover have been proposed in the context of GI, including concatenation crossover (e.g., in [4], [31], [32]), 1-point crossover (e.g., in [2], [33], [34]), or uniform crossover (e.g., in [11]). We detail the four crossover methods compared in the experiments.

Concatenation The edit sequences of the two parents are simply concatenated.

Single-point The edit sequences of the two parents are uniformly split at random into two sub-sequences, and one offspring is created by concatenating the head of the first one with the tail of the second one.
Half of the edits of both parents are selected (here: $A_2$, $A_3$, $A_5$, $B_0$, and $B_3$), and then recombined while keeping their original relative positions.

**Uniform concatenation** The edit sequences of both parents are concatenated, then each edit is dropped with 50% probability.

**Uniform interleaved** Half of the edits of both parents are selected uniformly at random and then interwoven at their relative positions to create the offspring (see Figure 1).

Finally, mutation of an edit sequence involves with equal probabilities either the deletion of an edit selected uniformly at random (only if the sequence is non-empty) or the creation of a new edit, appended at the end of the sequence.

GP search processes for non-functional GI usually use a subset of test inputs to estimate the quality of software variants, re-sampling a new subset at the beginning of each generation. This re-sampling enables GP to consider a smaller subset, thus speeding the search considerably; if quality estimation is necessarily worse and more noisy, genetic material able to survive multiple generations will ultimately be assessed using more inputs and therefore be more reliable.

In the experiments, we will distinguish two variants of GP: first a GP search process that returns the best individual in the last generation, as described in this section. Then, a GP search process that returns the best individual evaluated over the entire search: for this purpose, and to avoid overfitting to a very small input subset, at the end of each generation the best individual is reassessed over a larger subset of inputs, constant over all generations. This variant will be denoted as $GP^+$.  

**D. Local Search**

In contrast to GP, local search only relies on mutation to find better software variants. We present three local search strategies: first improvement, best improvement, and tabu search.

1) **First Improvement:** The random search strategy generates new mutants by applying edits to the original software. Consider instead modifying the previous best mutated software so-far found and the result is a first improvement exploration strategy. The original software is now iteratively and gradually improved, building the final mutant step by step rather than hoping to generate it already fully constructed. Other common names for the first improvement strategy include hill climbing, or iterative improvement. Furthermore, neutral neighbours are also accepted, i.e., mutants with different edits but a similar fitness, on the basis that we are accepting (or removing) edits that are not detrimental to the final mutant. Finally, in common with both other local search strategies, first improvement follows the mutation procedure described for GP.

First improvement provides the simplest means of building improved software step by step. Because in this work first improvement is not iterated with restarts, this strategy can be trapped by local optima, i.e., solutions with only neighbours of decreased fitness, or severely hindered by neutral plateaus, i.e., sets of solutions with similar fitness that are connected by the neighbourhood relationship. Finally, because edits with no or insignificant impact will be accepted on the same basis as those resulting in large fitness improvement it can be expected that the edit sequence of the final mutant might contain a proportion of unnecessary edits.

2) **Best Improvement:** First improvement performs a partial exploration of the neighbourhood, stopping as soon as a non-degrading neighbour is evaluated and accepted. This can lead to a slow convergence of the search process when better neighbours are available. In this situation, an exhaustive exploration of the neighbourhood enables the process to select a more efficient search step by accepting the neighbour achieving the maximal improvement. Unfortunately, GI neighbourhoods are far too large, and neighbours far too expensive to evaluate, to exhaustively explore the neighbourhood of any solution. For that reason, our best improvement strategy compromises by considering reasonable fixed-size subsets of $s$ neighbours of the neighbourhood of the current solution. If no improving neighbour is found, the search does not stop but simply continues generating a new subset of $s$ neighbours.

Best improvement provides an alternative to first improvement that delays the acceptance of edits of insignificant impact, at the cost of an additional parameter, the partial neighbourhood size. The addition of this parameter, however, would be anyway necessary in order to iterate both exploration strategies with the goal of escaping local optima and plateaus.

One possible drawback of the best improvement strategy is that when multiple very good edits are found during the same partial neighbourhood exploration only the best one will be accepted while the other would be simply discarded. However, this drawback could be easily overcome with, for example, maintaining a queue of the most promising edits. For the sake of simple comparison we nevertheless still only consider the simple strategy described in this section.

3) **Tabu Search:** Both first improvement and best improvement exploration strategies are simple descent local search strategies, which can be trapped in local optima and plateaus. For this reason we consider a third local search-based strategy: tabu search. Based on the best improvement strategy, it enables escaping local optima by accepting the best neighbours from the partial neighbourhood, even if this one worsens the fitness of the current solution. Additionally, to avoid alternating between the same solutions, accepted solutions are stored in a fixed-length tabu list and ignored in the next few iterations.

**E. Validation Step**

It is expected that mutated software produced by GI approaches overfits on training data. Given the separable nature of the GI representation, most GI work includes a validation step that filters in the produced mutant individual edits harmful to generalisation. Following Blot and Petke [27], experiments will use a two-stage validation step.
The first stage does not require running the mutated software. On the assumption that the edit sequence may contain large amounts of bloat, especially with GP search strategies, each edit is sequentially extracted from the edit sequence and the resulting sequence is applied and the resulting software compared to the one using the complete sequence. If the two mutants are identical, then the extracted edit is filtered out. While this procedure does not modify in any way the resulting software, it is very cheap and can greatly reduce the size of the sequence, and thus the cost of the subsequent stage.

The second stage, originally by Petke et al. [32], considers all remaining edits independently, computing their respective individual fitness, before ranking them and constructing the final sequence by applying each one of them in order, keeping only those that improve fitness.

IV. EXPERIMENTAL SETUP

In this section, we present the experimental protocol used in our experiments in order to compare GI approaches.

A. Framework

There are currently two general GI frameworks available: PyGGI [16]–[18] and Gin [19], [20]. While both are designed to ease prototyping and quick GI experiments and thus adapted to our research, the later solely focuses on Java software with language specific features, while the former is language-agnostic. As we mostly target C/C++ software but also consider a Java scenario, we chose PyGGI for our experiments.

B. Fitness

We target improvement of a non-functional software property: efficiency in terms of computational speed. This is most easily understood as the time required by a given software to finish its workload. However, measurements are extremely imprecise and can be strongly impacted by the state of the hosting machine, even when considering deterministic software.

To obtain more reliable measurements and better assessment of software quality, the number of lines of code was used in previous work as a proxy measure (e.g., [32]), at the cost of heavy source code instrumentalisation. Furthermore, the same weight was given to every line of code, and impact of calls to standard or external libraries were omitted. We use instead the number of CPU instructions as measured by the Linux perf command, as it provides an alternative several orders of magnitude more consistent.

Other GI work on non-functional fitness have targeted for example memory [3] or energy [6] usage. We chose to focus on software speed only, at the risk of less general conclusions, because of its universal relevance and to better control our observations on a single type of scenario: the most common.

C. Experimental Protocol

In order to fairly compare our different GI approaches we base our experimental protocol on the standard \( k \)-fold cross-validation scheme, introduced in previous GI work [27], with some modifications to better suit the specifics of our GI scenarios. The complete protocol is detailed as follows:

Pre-processing. The unmodified software is first repeatedly run on every instance of the given dataset, in the conditions of the training step, and the software average performance is used to determine the experiment’s constants. If the dataset is not already naturally separated into bins of similar instances, those can be fixed at this point.

Cross-validation. Each bin of the dataset is shuffled and divided into \( k \) subsets of similar size. The number of folds of the \( k \)-fold cross-validation scheme is determined using the size of the bins: it should be possible to divide each bin into \( k \) disjoint subsets so that the entire dataset can be divided into \( k \) disjoint sets, following the same distribution of instances and large enough so that quality estimation is reliable. The \( k \)th fold of the dataset is obtained by considering the \( k \)th subset of each bin. One fold is used for the test step, a disjoint one for the validation step, while the \( k-1 \) others are merged together to be used during the training step.

Training budget. Computed based on the average time \( T \) required to run the original software on every single instance of the dataset to be both long enough so that improvements can be found but short enough so that the experiments can be completed in reasonable time. We chose to use one hundred time the average running time on one fold (i.e., \( 100 \times T/k \)). Because not every instance is used and some invalid variants are very quickly discarded (e.g., failure to compile), this budget resulted in the experiments in several hundred to several thousand evaluations, enough for GI to find significant runtime improvements for all benchmarks.

Training. All GI approaches are given equal chance to use any or all of the instances for the \( k-2 \) folds selected for training. Starting from the original unmodified software, new variants are iteratively considered until the training budget is exhausted and a final individual is returned.

Validation. The software variant resulting from the training step usually overfits to the training instances and can contain bloat. The validation step provides new unseen instances that can be used to investigate every individual modification and construct a final software variant.

Test. Once more, new unseen instances are used to assess the generalisation of the final mutated software.

Functional confirmation. The mutated software is run on the entire dataset to ensure its functional properties.

Repetitions. The training, validation, and test steps are repeated as many times as there are folds in the dataset. Each time a different fold is used for the test step, so that every instance is used for generalisation purposes.
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Fig. 3. Experimental protocol for a single search process on a single scenario. For each training run fitness of both validated and non-validated final software variants are assessed over the test fold and all test cases altogether.

Exclusively once, as pictured in Figure 2 [27] (for five folds).

Statistical validation. The Friedman test is used to detect statistical differences between the different GI approaches and provide an overall ranking. Pairwise comparisons are then examined using the Siegel post hoc analysis when the Friedman test reveals significant statistical differences between approaches.

Figure 3 provides a top-level visualisation of our experimental protocol, for a single search strategy on a single scenario. In addition to the typical GI protocol, the fitness of final training software variants are directly reassessed on test data and on all data, bypassing the validation step, in order to provide more information about the search processes and quantify the benefit of the validation step. Note that for each scenario the presented scheme is repeated as many times as there are folds in the dataset, varying the distribution of test cases between each step of the protocol.

D. GI Search Processes

First, as a baseline, we consider four approaches based on random search: Rand(k) denotes that mutants with up to k random edits are generated. We choose k in 1, 2, 5, 10 to gauge to which extent random search can find combinations of useful edits. Then, we consider several approaches using GP, studying the impact of four different crossover operators: GPc (concatenation), GP1p (single-point), GPuc (uniform concatenation), and GPtr (uniform interleaved). For each, we consider a standard version and one in which the best individual of every generation is reassessed on a predetermined set of training instances; the later are denoted with an r (e.g., GPc and GPtr). Following previous work, we use a population of 100 individuals [32]. Finally, we consider approaches using local search: First, Best, and Tabu. For each approach, we also indicate in subscript how many training instances they use: either a single instance drawn from each bin (e.g., GPc1), or two from each bin in an attempt to avoid overfitting for approaches using a fixed set (e.g., First2). Finally, we investigate variants of every GI approaches when no validation step is performed for a total of 18 × 2 = 36 GI approaches; for those we reuse the existing results of the computationally expensive training step.

B. SAT Solvers

MiniSAT is a well-known Boolean satisfiability (SAT) solver. It has been used several times in previous GI work [18], [31], [32], [35], [36]. We consider two implementations of MiniSAT: the latest C++ one by its original authors (minisat-2.0.0) and a Java reimplementation, Sat4J [4] version 2.3.4. We evolve the main solving algorithm core/Solver.cc and org/sat4j/minisat/core/Solver.java, respectively. The GI scenario we consider is very simple. The only constraint we impose on mutated software is that it should be able to produce, compared to the original software, the same satisfiability result for all tested SAT instances.

I) Combinatorial Interaction Testing: To assess the performance of the considered SAT solvers, we first consider instances from the combinatorial interaction testing (CIT) field as used in previous work [27], [32]. Due to previous concerns about the size and heterogeneity of the dataset [27], we included some additional hard instances and reorganised the bins to improve relevance of fitness estimation: instead of 130 instances separated into five bins (two for SAT instances, two for UNSAT, one for hard instances) we consider 146 instances separated into eight bins (four for SAT instances, four for UNSAT), giving more weight to harder instances and making sure that all estimates are based on multiple SAT and UNSAT hard instances.
2) Uniform Random-3-SAT: In addition to CIT instances, we also consider instances from the SATLIB [37] benchmark collection. In particular, we use 1000 instances from the Uniform Random-3-SAT benchmark generated at the phase transition [38], i.e., as it happens the region of the 3-SAT problem space associated to the hardest 3-SAT formulas. We consider ten bins of 100 instances, with 50, 100, 150, 200, and 250 variables: five of satisfiable instances and five of unsatisfiable instances, for a total of 1000 instances.

C. PNG Optimisation

For this scenario, we target OptiPNG, a PNG file size optimiser. PNG files are images that are stored using lossless compression. The PNG specification allows many different types of images and combinations of options; there are many ways to encode a specific matrix of pixels. The space of possible compression configurations being computationally intractable, OptiPNG simply applies in order increasingly large subset of manually selected schemes. While to our present knowledge no GI work previously targeted OptiPNG, it already had some vulnerabilities fixed by fuzzing, another field of automated software engineering. We target two files, src/optipng/optipng.c and src/optipng/optim.c, containing the code pertaining to select and run the selected compression schemes. We constrain mutated software to those able to produce output PNG of size as least as small as the original OptiPNG.

1) Colour and Greyscale Benchmarks: We consider three benchmarks of PNG images, following the dataset used in Petke et al. [32]. There are in total ten sets of twenty images from various types and sources, half of them colour and half of them greyscale, of geometric shapes, face images, houses, galaxies, and scenes from everyday life, respectively.

The first benchmark consists of the five sets of colour images, the second benchmark consists of the five sets of greyscale images, while the third benchmark consists of all the ten sets. Overall, OptiPNG reduces the size of 13 images by less than 0.1%, of 69 images by 0.1%–1%, of 89 images by 1%–5%, of 20 images by 5%–10%, and 9 images by more than 10% (average: 2.78%, best: 26.03%).

D. Multi-Objective Evolutionary Algorithms

NSGA-II [29] and MOEA/D [40] are both extremely popular and wide-spread evolutionary algorithms for multi-objective optimisation. They have both stood the test of time and are still nowadays used as a baseline for many new multi-objective approaches. We reuse the experimental scenario of Li and Zhang [41], in which the authors of MOEA/D compare two C++ implementations of MOEA/D and NSGA-II over “complicated Pareto sets”. In practice both implementations partially share the same C++ code, in which nine functions to optimise are hardcoded.

We consider two scenarios, in which the source code of MOEA/D and NSGA-II are evolved separately. In the first one, we target the files DMOEA/dmoefunc.h and common/recombination.h, while in the second one we target the files NSGA2/nsga2func.h and common/recombination.h. In the original paper the two algorithms are compared using a single run on each function. To get more generalisable results, we compute the final fitness by averaging several individual runs using different starting random seeds. For both algorithms we will use five random seeds, as a trade-off between more reliable fitness quality assessment and running time costs. In both scenarios, we constrain the mutated evolutionary algorithm to those able to produce reasonable Pareto sets on each of the nine functions. By reasonable we mean here Pareto sets no worse than a given percentage compared to the original algorithm on the same function. We report results obtained using a 110% threshold (i.e., accepting software variants producing solution quality no worse than 10% worse than the original software).

E. Scenario Overview

Table I summarises the eight GI scenarios we consider in the experiments. For software, the table details the language, the number of files evolved and the size of the AST; for datasets it shows the total number of instances available before cross validation, the time to run all instances, the number of bins instances have been classified into, and how many times the validation, the time to run all instances, the number of bins and folds Training budget.
of being at least 5% faster than the original software. First, results on the MiniSAT (CIT) benchmark show that even while manually accounting with instance heterogeneity and fine tuning the separation into bins most GI approaches fail to generalise; although better than in previous work [27], many of the validated software fail on test instances, and almost none generalise to every instance of the dataset. On all other benchmarks, while a consequent drop may be observed after training, due to training overfit, variants that undergo validation usually generalise on all instances. Solutions to reduce this overfit include considering more instances or reducing the number of folds, to refine fitness approximation on each fold, or considering more instances during training, slowing the GI process by considering more reliable approximations.

**Answer to RQ1: (Generalisability)** On average, 84% of the significant improvements confirmed during validation are also significant in the entire dataset (Table III). Excluding the more heterogeneous MiniSAT (CIT) scenario, the rate raises to 95%.

**Fig. 4.** Comparison between fitness on a single fold (validation & test steps).

<p>| Table II | Total experimental running time for each stage [in days] |</p>
<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>MiniSAT (CIT)</td>
<td>7.0</td>
<td>0.8</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>MiniSAT (Uniform)</td>
<td>13.4</td>
<td>2.0</td>
<td>0.3</td>
<td>3.2</td>
</tr>
<tr>
<td>Sat4j (Uniform)</td>
<td>29.4</td>
<td>3.2</td>
<td>0.8</td>
<td>6.7</td>
</tr>
<tr>
<td>OptiPNG (Colour)</td>
<td>8.9</td>
<td>1.1</td>
<td>0.2</td>
<td>1.1</td>
</tr>
<tr>
<td>OptiPNG (Grey)</td>
<td>4.3</td>
<td>0.6</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>OptiPNG (Both)</td>
<td>12.4</td>
<td>1.2</td>
<td>0.3</td>
<td>3.2</td>
</tr>
<tr>
<td>MOEA/D (110%)</td>
<td>3.9</td>
<td>0.4</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>NSGA-II (110%)</td>
<td>18.6</td>
<td>2.3</td>
<td>0.5</td>
<td>4.4</td>
</tr>
<tr>
<td>Total</td>
<td>97.9</td>
<td>12.6</td>
<td>2.5</td>
<td>20.8</td>
</tr>
</tbody>
</table>

<p>| Table III | Percentage of final mutants yielding &gt; 5% improvement. |</p>
<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>MiniSAT (CIT)</td>
<td>95.8%</td>
<td>57.6%</td>
<td>36.8%</td>
<td>4.9%</td>
</tr>
<tr>
<td>MiniSAT (uniform)</td>
<td>92.8%</td>
<td>87.2%</td>
<td>85.0%</td>
<td>81.7%</td>
</tr>
<tr>
<td>Sat4j (uniform)</td>
<td>60.0%</td>
<td>19.4%</td>
<td>18.9%</td>
<td>16.1%</td>
</tr>
<tr>
<td>OptiPNG (colour)</td>
<td>24.4%</td>
<td>17.8%</td>
<td>17.8%</td>
<td>17.8%</td>
</tr>
<tr>
<td>OptiPNG (grey)</td>
<td>24.4%</td>
<td>17.8%</td>
<td>17.8%</td>
<td>17.8%</td>
</tr>
<tr>
<td>OptiPNG (both)</td>
<td>15.6%</td>
<td>11.7%</td>
<td>8.3%</td>
<td>8.3%</td>
</tr>
<tr>
<td>MOEA/D (110%)</td>
<td>49.4%</td>
<td>45.1%</td>
<td>42.6%</td>
<td>40.1%</td>
</tr>
<tr>
<td>NSGA-II (110%)</td>
<td>39.5%</td>
<td>34.6%</td>
<td>34.0%</td>
<td>29.6%</td>
</tr>
</tbody>
</table>

VI. RESULTS

Training and validation steps were conducted in parallel on four cores of a dedicated (8×3.4GHz, 16GB RAM) Intel i7-2600 machine, running CentOS-7 with Linux kernel 3.10.0 and GCC 4.8.5. Subsequent steps—test, functional confirmation—were conducted sequentially on a single core. While all C++ software are single-threaded, Sat4j compilation and execution use multi-threading. To ensure fair experiments, all Sat4j runs used two cores each, enforced using CPU affinity. Finally, compilation is performed as instructed by the original software; for example, MiniSAT uses the −O3 optimisation option.

**Table II** reports, for each step of the experimental protocol and for each of the eight scenarios, the combined running time of all runs of all approaches. Due to the number of approaches and the repetitions of the cross-validation scheme, despite considering very short training budgets training runs alone required more than three months of CPU time.

In this section, we first investigate the relevance of the chosen scenarios: how generalisable are the generated patches to unseen tests (RQ1) and how consistent is GI performance (RQ2). We then discuss the best patches found for every scenario. Finally we comment on the success rate of GI (RQ3) and compare the performance of every GI approach (RQ4).

A. Scenario Analysis

**Table III** shows for each scenario the percentage of GI runs yielding a final software yielding a final software at each step: after the search, on the validation fold, on the test fold, and overall on all instances, with the additional constraint

---

<sup>6</sup>Additional training statistics, complete statistical analysis, and details and performance of patches found are provided in the supplementary material.
TABLE IV
BEST SINGLE FITNESS RATIO FOUND AFTER VALIDATION, USING ALL INSTANCES FROM ALL FOLDS.

<table>
<thead>
<tr>
<th></th>
<th>MiniSAT</th>
<th>Sat4j</th>
<th>OptiPNG</th>
<th>MOEA/D</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CIT</td>
<td>Uniform</td>
<td>Uniform</td>
<td>Colour</td>
<td>Grey</td>
</tr>
<tr>
<td>Rand2(1)</td>
<td>—</td>
<td>38%</td>
<td>84%</td>
<td>—</td>
<td>99%</td>
</tr>
<tr>
<td>Rand2(2)</td>
<td>—</td>
<td>39%</td>
<td>84%</td>
<td>57%</td>
<td>62%</td>
</tr>
<tr>
<td>Rand2(5)</td>
<td>—</td>
<td>32%</td>
<td>84%</td>
<td>57%</td>
<td>62%</td>
</tr>
<tr>
<td>Rand2(10)</td>
<td>—</td>
<td>38%</td>
<td>84%</td>
<td>—</td>
<td>99%</td>
</tr>
<tr>
<td>GPTc</td>
<td>98%</td>
<td>36%</td>
<td>84%</td>
<td>—</td>
<td>99%</td>
</tr>
<tr>
<td>GPT4p</td>
<td>97%</td>
<td>38%</td>
<td>84%</td>
<td>57%</td>
<td>99%</td>
</tr>
<tr>
<td>GPTuc</td>
<td>87%</td>
<td>38%</td>
<td>84%</td>
<td>—</td>
<td>100%</td>
</tr>
<tr>
<td>GPTui</td>
<td>97%</td>
<td>38%</td>
<td>84%</td>
<td>—</td>
<td>99%</td>
</tr>
<tr>
<td>GPTc</td>
<td>87%</td>
<td>38%</td>
<td>84%</td>
<td>57%</td>
<td>99%</td>
</tr>
<tr>
<td>GPT4p</td>
<td>97%</td>
<td>36%</td>
<td>84%</td>
<td>—</td>
<td>99%</td>
</tr>
<tr>
<td>GPTuc</td>
<td>87%</td>
<td>38%</td>
<td>84%</td>
<td>57%</td>
<td>62%</td>
</tr>
<tr>
<td>GPTui</td>
<td>87%</td>
<td>38%</td>
<td>84%</td>
<td>—</td>
<td>99%</td>
</tr>
<tr>
<td>First1</td>
<td>97%</td>
<td>35%</td>
<td>100%</td>
<td>57%</td>
<td>61%</td>
</tr>
<tr>
<td>Best1</td>
<td>81%</td>
<td>36%</td>
<td>84%</td>
<td>57%</td>
<td>62%</td>
</tr>
<tr>
<td>Tabu1</td>
<td>—</td>
<td>36%</td>
<td>99%</td>
<td>57%</td>
<td>62%</td>
</tr>
<tr>
<td>First2</td>
<td>97%</td>
<td>36%</td>
<td>84%</td>
<td>57%</td>
<td>62%</td>
</tr>
<tr>
<td>Best2</td>
<td>81%</td>
<td>36%</td>
<td>99%</td>
<td>57%</td>
<td>62%</td>
</tr>
<tr>
<td>Tabu2</td>
<td>81%</td>
<td>36%</td>
<td>99%</td>
<td>57%</td>
<td>62%</td>
</tr>
</tbody>
</table>

B. Mutated Software Comparison

The changes leading to the biggest performance improvements are discussed below. They have all been manually verified to be semantically valid.

1) MiniSAT: The largest runtime improvement (22%) in the optimisation of MiniSAT for the CIT domain scenario comes from the addition of a return false statement in the itRedundant method, which disables a nonessential search optimisation. In the case where the solver was run on the uniform random SAT instances, one mutation that led to 61% speed-up simply cancelled restarts that would have happened after a specified number of conflicts reached. Interestingly, similar improvement was obtained by halving the number of conflicts required before a restart.

2) Sat4J: Interestingly, similar optimisations were found in Sat4J. In particular, a replacement operation caused the solver to restart more frequently, leading to 84% speedup. Disabling recording of learnt clauses also led to similar speed-ups.

3) OptiPNG: In all three scenarios the best performances are found using a single edit: in optipng/optim.c, when applying the selected PNG format configuration, calls to the png_set_compression_window_bits() function are deleted. This function is used by libpng to setup in zlib the size of the sliding window of the LZ77 compression algorithm. While not a parameter explicitly optimised by OptiPNG, the compression size is set to its smallest value in some cases; the reasons for this constraint are unclear. By removing it, zlib always uses the default/largest value, and OptiPNG runs use on average 40% less CPU instructions and are 20% faster.

4) MOEA/D: Both MOEA/D and NSGA-II implementations periodically compute the current population fitness for display purposes. For MOEA/D, this intermediary fitness computation amounts to 10% of the total work load, and can be disabled without any consequence. Many similar software variants have been found, including removing the computation, modifying the reference front filename so it is not found, preventing it being loaded, emptying it, or trivialising the fitness computation function. These mutations are only valid because our GI scenario recomputes the final fitness externally.

5) NSGA-II: For NSGA-II, the removal of the intermediary fitness computation is also found, but only yields a 1.4% improvement. Instead, several algorithmic changes are found. Density evaluation can be modified for a 13% speed improvement and at the minor cost of 3% solution quality (removal of a rank++ statement in CNSGA2::eval_dens). The CNSGA2::fill_union function can be tweaked to always accept new individuals disregarding repetitions for a 11% speed improvement with no impact on the final solution quality. Finally, the best variant—found during training only—also simplifies the the dominance ranking procedure for an overall speedup of 50% and a 0.2% solution quality loss.

C. Evolutionary Computation Comparison

1) Overall Results: Table V presents the testing results for each approach. The cross-validation results in $k$ runs, from which we report the best and median fitness values, together with the percentage of runs yielding improved performance.

Answer to RQ3: (Performance) With the notable exception of the MiniSAT (uniform) scenario, for which almost every GI run yielded excellent improvements, most GI runs were unfruitful, which can be clearly seen with very low supports and median performance close to 100%. This can in part be attributed to the very short training budget allowed to GI approaches, necessitated by our large-scale comparison study. However, longer training budgets will not necessarily always lead to better final results as risks of overfitting will also increase. Across all repetitions the best performances have been obtained in around 12% of all runs.

Focusing on the 18 approaches using validation, there are statistical differences in the performance on the test step. Table VI presents the results of the Siegel post hoc analysis. Statistical analysis and ranking use all independent
runs without averaging by scenario. Results are presented pairwise, a dot (·) indicating a small statistical difference ($p < 0.1$) and asterisks significant statistical differences (*: $p < 0.05$; **: $p < 0.01$; ***: $p < 0.001$).

**Answer to RQ4: (Overall)** Local search approaches clearly outperform all other approaches on the test data. Approaches using genetic programming and random search perform similarly. However, there are overall not much statistical differences between approaches: when computing Vargua-Delaney $A_{12}$ [42] significant statistical differences are tied to small effect size, with very few medium effect sizes. These results are a clear sign that current GI performance could be significantly improved if better search approaches are considered, e.g., based on local search heuristics.

2) **Random-based Approaches:** There is no significant statistical difference between the 8 random-based approaches on the test set (Friedman test: $p = 0.088$). Still, we find that the validation step has overall a slightly adverse impact on performance; this can be explained by the lack of intensification-related overfit and marginal false-positive during filtering.

3) **GP-based Approaches:** There are statistical differences between the 16 GP-based approaches on the test set (Friedman test: $p = 0.021$). Table VII shows the results of the Siegel post hoc analysis. While no single approach statistically outperforms every other, some observations still can be made. Every approach using reassessment of the best solution every generation outranks its non-reassessing counterpart, despite being slower. Similarly, approaches using the uniform interleaved crossover always outranks their counterpart using the uniform concatenation crossover. Overall, the best three GP-based approaches use the concatenation crossover.

GP-based approaches produced significantly fewer software variants than other approaches. The reason lies in the fact that the crossover of valid parents has a high probability of also producing valid offspring. In practice, GP use most of the training budged recombining known mutations, while local search have more opportunities to explore software variants.
4) Local Search-based Approaches: There are statistical differences between the 12 local search approaches on the test set (Friedman test: $p = 6.7 \times 10^{-4}$). Table VIII shows the results of the Siegel post hoc analysis. Very clearly, approaches using the validation step outrank approaches that do not, confirming the downside of local search approaches to overfit to the training data. Interestingly, approaches using more training instances perform worse, trend that should likely reverse itself with the use of longer training budgets.

VII. CONCLUSIONS

In this article, we investigated how search heuristics influence effectiveness and efficiency of genetic improvement processes, in the context of non-functional improvement. Using a thorough experimental protocol based on cross-validation, we compared the performance of 18 search processes across 8 various improvement scenarios, concerned with runtime improvement. Due to a lack of standard GI scenarios in the literature that would be suitable for easy cross-comparisons, we proposed new benchmarks and target software, for which possible improvements and found patches are reported. In particular, for one of the selected software, OptiPNG, a particularly interesting patch has been shared through a pull request. Similarly, in addition to the implementation of the various search processes described in this paper, multiple patches and improvements have been shared with the PyGGI developers.

Regarding the performance of search processes, our results indubitably show that GI still is a very young research field, as most approaches considered fail to produce consistent results, while random search, usually well crushed in most previous work, was able to produce here remarkably good results. Genetic programming approaches, usually preferred as the original and traditional search process, are in our experiments bested by local search based approaches. Overall, all results point to the importance of using well suited search process, while simultaneously indicating the very large gap that is yet to be filled regarding optimal GI performance.

In future work, we intend to better study the fitness landscape of GI scenarios. Indeed, little is known about them, with a short survey published only last year [21]. If our results showed evidence of the possible improvements a more suitable search process can yield, there is no doubt fitness landscape analysis will lead to a deeper understanding of what evolutionary process should be preferred for GI. Moreover, one could also explore how the best performing approaches evolve against time. Finally, another possible direction for future research would be to investigate in more detail the
validation step of GI approaches and how to better recognise promising combinations of edits.
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