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Abstract

The traditional classi�er rules ev olv ed in ge-

netic based mac hine learning (GBML) sys-

tems need a discretization pro cess to han-

dle problems with real-v alued attributes. A

go o d discretization pro cedure is needed to

generate a solution with go o d accuracy b e-

cause the alternativ e of a high n um b er of sim-

ple uniform-width in terv als is bad due to the

big searc h space b eing hardly explorable in

a reasonable time. There exist some go o d

discretization algorithms, lik e the F a yy ad &

Irani metho d [F a yy ad and Irani, 1993 ], but

they fail in some problems.

The w ork b eing summarized here deals with a

rule represen tation with adaptiv e discrete in-

terv als whic h split or merge through the ev o-

lution pro cess, �nding a robust and correct

discretization in terv als as the learning pro-

cess is done with a reasonable computational

cost.

Summary

This represen tation is used inside a Pittsburgh ap-

proac h genetic classi�er system deriv ed from GABIL

[DeJong et al., 1993 ], and the rule structure is tak en

directly from GABIL, using Conjunctiv e Normal F orm

(CNF) predicates.

In order to get a reasonable computational cost and

also to b ound the gro wth of the searc h space, some

constrains ha v e b een in tro duced: (1) W e de�ne a �xed

n um b er of \lo w lev el" in terv als whic h w e call micr o-

intervals . (2) The adaptiv e in terv als are built merging

micr o-intervals . When w e split an in terv al, w e select a

random p oin t in its micr o-intervals to do the pro cess.

(3) When w e merge t w o in terv als, the v alue of the re-

sulting in terv al is tak en from the one whic h has more

Figure 1: Adaptiv e in terv als manipulated b y merge

and split op erators.
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micr o-intervals . (4) Finally , if b oth ha v e the same

n um b er, the v alue is c hosen randomly . The represen-

tations and split and merge op erations are represen ted

in �gure 1

W e ha v e in tegrated the split and merge op erators in-

side the m utation op erator, as it is the easiest part of

the GA cycle to mo dify . Th us, w e rede�ne the m uta-

tion op erator adding p

split

and p

mer g e

as the probabil-

ities of splitting or merging an in terv al whic h has b een

selected to m utate, instead of the classic bit-in v ersion

op erator.

The metho d presen ts a go o d p erformance and robust-

ness.
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SUMMARY 
One way to look at basic modeling approaches is to split 
them up into mechanistic and data based models. A few 
years ago we developed our own data based model 
approach [1], called Genetic Algorithm driven Clustering 
(GAdC). The proposed methodology relies on semi-
supervised clustering with a generative floating-point 
genetic algorithm and local learning. In this contribution 
we investigate the influence of clustering modification on 
the performance of the prediction of a real world 
application [2]. The task is the prediction of alga 
frequency distributions on the basis of the measured 
concentrations of the chemical substances, the global 
information concerning the season when the sample was 
taken, the river size and its flow velocity. 

We deal with an evolutionary algorithm (EA) by 
implementing the GAdC as a generative floating-point 
genetic algorithm. An EA acts on a set of individuals. An 
individual is a representation of a point within the search 
space of the EA. In its simplest form, this individual is 
represented as a one-dimensional string of variables, 
called a chromosome. Each chromosome of the EA 
represents the coordinates of the cluster centers and a 
scaling factor for each dimension. If the dimensionality of 
the data is D, and there are K cluster centers, there will be 
D*K genes for the cluster centers and D genes for the 
scaling factors. The chromosome can be evaluated. This 
means that a certain fitness value (based on the objective 
value) is assigned to the individual depending on the 
problem at hand. In our case, the chromosome is decoded 
into a solution of the clustering. This solution is evaluated 
(“goodness of prediction”) and the value is assigned to the 
chromosome in the EA.  

The research in this paper is focused on how the 
performance of prediction is influenced by choosing a 
representative for the cluster centers. In all the variants, 
the genetic algorithm (GA) determines the cluster centers. 
By replacing the value determined by the GA in the non-
empty clusters, we influence the mapping realized 
between the search space and the solution space of the 
GA. Different cluster centers in the search space might 
resolve to the same distribution of the cases over the 
different clusters, resulting in the same solution in the 

solution space. The EA is not aware of the similarity of 
these individuals. To overcome redundancy in the 
individuals’ space, the EA has to update the offspring . 
Two variants for replacing the value proposed by the GA 
for the cluster centers were implemented. In the first 
variant (centroid), we replace the GA value by the mean 
value of the cluster calculated based on the elements in 
the cluster. In the second variant (closest) we replace the 
cluster center by the closest element of the cluster to the 
GA value. The variant without replacement is called 
“standard”. 

For each variant we predicted the outcome of all the seven 
algae distributions 30 times. For each algae distribution 
the mean squared error on the test set and the standard 
deviation were calculated depending on the variant used 
to update the cluster centers. Contrary to what was 
expected neither the centroid nor the closest variant 
performs better on the test set in general. Another way to 
present the results is plotting the error on the test set 
versus the ultimate fitness value obtained during training. 
There is a general tendency that training stops at lower 
fitness values in the case of the closest variant, while 
training stops at the higher fitness values in the case of the 
standard variant. As a consequence of the way of mapping 
the two variants “closest” and “centroid” cover a subspace 
of the solution space of the “standard” variant. This might 
indicate that less generations of the GA are necessary to 
achieve the same error on the test set. Secondly it might 
be important, as it is in training of neural networks, that 
training should be stopped at the right moment. If not, a 
kind of over training occurs and worse results on the test 
set are obtained. The results of a preliminary run indicate 
that the test error indeed seems to decrease but after 
obtaining a minimum at about 250 generations the error 
smoothly increases again as a function of the number of 
generations. 
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Genetic algorithms ha v e b een applied to a div erse

�eld of problems with promising results. While most

of these mainly address stationary problems, there's

another group where the problem is dynamic, rep-

resen ted b y a c hanging �tness function. These class

of problems are c haracterized mainly b y a need for a

mec hanism to adapt to the c hange. The b est approac h

dep ends on the nature of the c hange in the �tness func-

tion. Di�eren t c haracteristics of c hanging �tness func-

tions can b e exploited in di�eren t w a ys to obtain an

optimal solution. In dynamic en vironmen ts, div ersit y

pla ys an imp ortan t role in genetic algorithm p erfor-

mance. The main approac hes in coping with c hanging

en vironmen ts and preserving div ersit y are summarized

in [Brank e, 99]. One of these is the use of diploidy ,

ho w ev er as sho wn in [Lewis, 98] diploidy alone is not

su�cien t and other mo di�cations are needed. In this

study a diploid represen tation for the individuals is

used. Eac h individual consists of t w o c hromosome

strings, a string to represen t the phenot yp e, a �tness

v alue and an age v alue sho wing for ho w man y genera-

tions the individual has surviv ed. When determining

the phenot yp e, a dominance map is applied to the t w o

c hromosome strings. In this implemen tation, a dom-

ination arra y comp osed of real n um b ers in [0 : 0 ; 1 : 0] ,

where eac h v alue sho ws the dominance factor of the

allele 1 o v er the allele 0 for the corresp onding lo cation

on the c hromosomes, is used. The domination arra y

ev olv es along with the individuals through the genera-

tions. The repro duction phase consists of mating p o ol

determination, meiotic cell division with crossing o v er

for gamete formation, m utation and the actual mat-

ing phase to form t w o new individuals. O�spring do

not replace the paren ts and since p opulation size is

constan t, individuals to surviv e in to the next genera-

tion are determined b y w a y of a �tness prop ortional

metho d at the end of eac h generation. A p ossible

replacemen t of aged individuals o ccurs at this stage

where the aged individual ma y get replaced b y a ran-

domly created individual.

The main features of this algorithm con tributing to

preserving div ersit y are the use of a diploid represen ta-

tion with an adaptiv e domination mec hanism, the use

of a meiotic cell division in the repro duction phase and

the use of a p ossible replacemen t p olicy of aged indi-

viduals. The algorithm used in this study is explained

in greater detail in [Uy ar, 99] b y the same authors.

T o see the e�ects of eac h feature sep erately , the algo-

rithm is run with eac h feature either turned on or o�.

The results are obtained based on a v ariation of the

0-1 knapsac k problem where the desired sum tak es on

random v alues at random in terv als. The progression of

the p opulation div ersit y is observ ed through plotting

the genot ypic and phenot ypic con v ergence rates of the

p opulation and trac king the algorithm's p erformance

in follo wing the c hange. It is sho wn in this study that

di�eren t features of the c hosen diploid algorithm ad-

dress the issue of div ersit y from di�eren t asp ects. The

c hoice of whic h feature to use and whic h not to use

dep ends mainly on de�ning the basic nature of the

c hange in the en vironmen t and determining what eac h

class of problem requires. A t the time of submission,

this is still a w ork in progress but the results obtained

are promising.
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Figure 1. Itinerary for MLJ-CHC
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We derive a validation-based genetic algorithm for
feature selection in supervised inductive learning, based
upon the following loss functions:

1. Inferential loss: Quality of the model produced
by an inducer as detected through inferential loss
evaluated over a holdout validation data setDval

º D \ Dtrain

2. Model loss: “Size” of the model under a
specified coding or representation

3. Ordering loss: Inference/classification-
independent and model-independent measure of
data quality given only training and validation
dataD and hyperparametersÿ
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In related work on genetic wrappers for variable selection
in supervised inductive learning, we adapted Equation (3)
[HWRC02] from similar fitness functions developed by
Cherkauer and Shavlik for decision tree pre-pruning and
by Guerra-Salcedo and Whitley for connectionist learning

[GW99]. This breadth of applicability demonstrates the
generality of simple genetic algorithms as wrappers for
performance tuning in supervised inductive learning.

In experiments using the UC Irvine Machine Learning
Database repository, this system is shown to be
competitive with search-based feature selection wrappers.

Figure 1 illustrates a real-world application [HWRC02] –
automobile insurance risk analysis – that uses the GA
wrapper system (depicted in the lower-left inset).
Preliminary results on this test bed also indicate that the
system is competitive with search-based wrappers.
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In the researc h of Genetic Algorithms (GAs), man y mo d-

els fo cus on problems where eac h individual's �tness is

indep enden t of others. In (Huang, 2002a), simple mo d-

els that implemen t mate selection in GAs w ere in tro duced

to mo del in terdep enden t �tnesses of p opulation mem b ers.

They ha v e b een studied b y the Sc hema Theorem and some

empirical results. In this pap er, I conduct a Mark o v c hain

analysis to further in v estigate these mo dels, based on the

Mark o v mo del dev elop ed b y Nix and V ose (1992). Al-

though suc h mo dels quic kly b ecome un wieldy with increas-

ing p opulation size or string length, they pro vide imp or-

tan t insigh ts in to ho w mate selection pla ys a crucial role in

GA's searc h p o w er, and th us serv e as guidelines for study-

ing more realistic problems.

In (Huang, 2002a), the implemen tation of the four mate se-

lection sc hemes in the selection-for-mating step of a simple

GA is:

During eac h mating ev en t, a �tness-prop ortionate selection

is run to pic k out the �rst individual. Then the Hamming

distances of all p opulation mem b ers to the �rst individual

are calculated. The actual mate of the �rst individual is

c hosen according to the follo wing four di�eren t sc hemes:

Maxim um Similar Mating (MSM) : The p opulation

mem b er whose Hamming distance is the smallest is selected

for mating.

Prop ortional Similar Mating (PSM) : The probabil-

ities of p opulation mem b ers b eing selected are r eversely

prop ortional to their Hamming distances.

Prop ortional Dissimilar Mating (PDM) : The prob-

abilities of p opulation mem b ers b eing selected are prop or-

tional to their Hamming distances.

Maxim um Dissimilar Mating (MDM) : The p opu-

lation mem b er whose Hamming distance is the largest is

selected for mating.

As indicated in (Huang, 2002b), the w a y of calculating

the probabilit y of the second individual b eing selected as

a paren t is the only part that needs to b e reconsidered in

the Nix and V ose mo del. Please see (Huang, 2002b) for the

detailed deriv ation for these four mate selection sc hemes.

With the mo di�ed Mark o v mo dels, I use the GAF O (GAs

b eing used for function optimization) idea dev elop ed b y

De Jong et al. (1994) to examine the e�ects of di�eren t

mate selection sc hemes on GA's p erformance. As an ex-

ample, I use the test function f ( y ) = integ er ( y ) + 1. Due

to the computational limitation, I use the simplest p os-

sible case, string length 2, to pro ceed the in v estigation.
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Figure 1: In teracting e�ects of mate selection and

crosso v er.

Figure 1 sho ws the results obtained, based on crosso v er

rates ranging from 0.05 to 1, m utation rate .1, and p op-

ulation size 5. The top plot is for the exact exp ected

w aiting times (EWTs) to the optim um and the b ottom

plot sho ws the ratios of the EWTs for the MSM, PSM,

and PDM GAs to that for the MDM GA. One can see

that MDM generally has the least EWTs than the other

three. In particular, the dissimilar mating sc hemes demon-

strate increasingly impro v ed p erformance as crosso v er rate

increases. This sho ws that b oth prop er mate selection and

crosso v er m ust op erate together to enhance the p o w er of

sim ulating information exc hange in GA's p opulation.
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In the researc h of Genetic Algorithms (GAs), man y mo dels

fo cus on problems where eac h individual's �tness is inde-

p enden t of others. In this pap er, I in tro duce simple mo d-

els to study mate selection in the con text of GA. Allo wing

individuals to searc h for mates is an approac h to mo del

in terdep enden t �tnesses of p opulation mem b ers. This in-

tro duces another source of selection pressure, and the re-

sulting GA hence forms a more complex system in whic h

individuals' �tnesses dep end on b oth the en vironmen t and

other p opulation mem b ers. I will sho w that mate selection

pla ys a crucial role in GA's searc h p o w er.

In this pap er, four mate selection sc hemes in the selection-

for-mating step of a simple GA are prop osed as follo ws:

During eac h mating ev en t, a �tness-prop ortionate selection

is run to pic k out the �rst individual. Then the Hamming

distances of all p opulation mem b ers to the �rst individual

are calculated. The actual mate of the �rst individual is

c hosen according to the follo wing four di�eren t sc hemes:

Maxim um Similar Mating (MSM) : The p opulation

mem b er whose Hamming distance is the smallest is selected

for mating.

Prop ortional Similar Mating (PSM) : The probabil-

ities of p opulation mem b ers b eing selected are r eversely

prop ortional to their Hamming distances.

Prop ortional Dissimilar Mating (PDM) : The prob-

abilities of p opulation mem b ers b eing selected are prop or-

tional to their Hamming distances.

Maxim um Dissimilar Mating (MDM) : The p opu-

lation mem b er whose Hamming distance is the largest is

selected for mating.

The testb ed emplo y ed is an incompatible small ro y al road

function I S

1

as sho wn in T able 1.

T able 1: Incompatible small ro y al road function I S

1

.

s

1

= 11111*********** *** *; c

1

=10

s

2

= 00000************* ** ; c

2

= 5

s

3

= *****11111****** *** *; c

3

=10

s

4

= *****00000******** ** ; c

4

= 5

s

5

= **********11111* *** *; c

5

=10

s

6

= **********00000*** ** ; c

6

= 5

s

7

= ***************1 111 1; c

7

=10

s

8

= ***************000 00 ; c

8

= 5

This function in v olv es a set of sc hemata S = f s

1

; : : : ; s

8

g

and the �tness of a bit string x is de�ned as

F ( x ) =

X

s 2 S

c

s

�

s

( x ) ;

where eac h c

s

is a v alue assigned to the sc hema s as de�ned

in the table; �

s

( x ) is de�ned as 1 if x is an instance of s

and 0 otherwise. In this function, the �tness of the global

optim um string (20 1's) is 10 � 4 = 40.

The exp erimen ts p erformed here are based on one-p oin t

crosso v er rate 1, m utation rate 0.005, and p opulation size

20 o v er 50 runs. Figure 1 sho ws the a v eraged b est-so-

far curv es on function I S

1

for the four mate selection

strategies.
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Figure 1: Best-so-far p erformance on I S

1

.

W e can see the maxim um dissimilar mating results in b et-

ter impro v emen t than the other three. In (Huang, 2002) it

is sho wn that, b y suppressing hitc hhiking and the founder

e�ect, the maxim um dissimilar mating retains more genetic

v ariation in the p opulation. The further exploration of the

searc h space for the GA th us yields a b etter b est-so-far

p erformance.
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The v ertical bars o v erla ying the metric curv es repre-

sen t the 95-p ercen t con�dence in terv als.
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Recen tly , signi�can t dev elopmen t in the theory and de-

sign of comp eten t genetic algorithms (GAs) has b een

ac hiev ed. By comp eten t GA w e mean genetic algo-

rithms that can solv e b oundedly di�cult problems

quic kly , accurately , and reliably . Ho w ev er, most of the

existing comp eten t GAs fo cus only on single-ob jectiv e

optimization although man y real-w orld problems con-

tain more than one ob jectiv e. Indep enden tly of the de-

v elopmen t of comp eten t genetic algorithms, a n um b er

of approac hes to solv e suc h m ultiob jectiv e problems

ha v e b een prop osed. Ho w ev er, there has b een little or

no e�ort to dev elop comp eten t m ultiob jectiv e op era-

tors that e�cien tly iden tify , propagate, and com bine

imp ortan t partial solutions of the problem at hand.

This study mak es an e�ort to w ards m ultiob jectiv e

comp etency b y com bining the b est of b oth the w orlds.

Sp eci�cally , the study com bines comp eten t GAs with

adv anced tec hniques for �nding and main taining a

div erse set of nondominated solutions de�ning the

P areto fron t. In particular, w e com bine the Ba y esian

optimization algorithm (BO A) (P elik an, Goldb erg, &

Can t � u-P az, 1999) with the nondominated sorting GA

(NSGA-I I) (Deb, Pratap, & Mey ariv an, 2000). The

resulting m ulti-ob jectiv e Ba y esian optimization algo-

rithm (mBO A) incorp orates the selection metho d of

the NSGA-I I in to BO A.

The mBO A metho dology can b e describ ed as follo ws:

(1) Randomly generate n solutions and p erform selec-

tion, (2) Build a probabilistic mo del (Ba y esian net-

w ork) of the promising solutions, (3) Sample new so-

lutions using the Ba y esian net w ork, (4) Com bine b oth

the paren t and the o�spring p opulation (5) P erform

a non-dominated sorting and compute the cro wding

distance of the com bined p opulation. (6) Select the n

b est (based on the rank and cro wding distance) solu-

tions, and (7) Go to step (2) and rep eat the pro cess till

some con v ergence criteria are satis�ed. F urther details

on the prop osed algorithm are giv en elsewhere (Khan,

Goldb erg, & P elik an, 2002).

The prop osed algorithm has b een tested on an ar-

ra y of test functions whic h incorp orate deception and

lo ose-link age and the results are compared to those

of NSGA-I I. Results indicate that mBO A outp erforms

NSGA-I I on large lo osely link ed deceptiv e problems.

A represen tativ e result on m ultiple in terlea v ed trap-5

functions is sho wn in �gure 1. It is clear from the �g-

ure that the mBO A con v erges to the actual fron t and

main tains a go o d spread on it.
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Figure 1: mBO A's p erformance on m ultiple in ter-

lea v ed trap-5 deceptiv e functions (Maximized)
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