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Abstract. Genetic Programming (GP) has long been applied to several SBSE
problems. Recently there has been much interest in using GP and its variants
to solve demanding problems in which the code evolved by GP is intended for
deployment. This paper investigates the application of genetic improvement to
a challenging problem of improving a well-studied system: a Boolean satisfia-
bility (SAT) solver called MiniSAT. Many programmers have tried to make this
very popular solver even faster and a separate SAT competition track has been
created to facilitate this goal. Thus genetically improving MiniSAT poses a great
challenge. Moreover, due to a wide range of applications of SAT solving tech-
nologies any improvement could have a great impact. Our initial results show
that there is some room for improvement. However, a significantly more efficient
version of MiniSAT is yet to be discovered.
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1 Introduction
Genetic improvement [2,8,9,12,15] seeks to use SBSE to automatically improve pro-
grams according to one or more fitness function. Typically, an evolutionary algorithm
has been used based on genetic programming [2,12,15] or a hybrid of genetic program-
ming and other techniques [8,9].

This paper investigates the application of genetic improvement to a challenging
problem of improving the MiniSAT [5] system. This is a significant challenge, because
MiniSAT has been iteratively improved over many years by expert human programmers,
to address the demand for more efficient SAT solvers and also in response to repeated
calls for competition entries in the MiniSat hack track of SAT competitions [1].

We therefore chose MiniSAT because it represents one of the most stringent chal-
lenges available for automated genetic improvement using SBSE. Our goal is to inves-
tigate the degree to which genetic improvement can automatically improve a system
that has been very widely and well studied and for objectives that have been repeatedly
attacked by expert humans.

We report initial results of experiments aimed at the genetic improvement of Mini-
SAT using the GISMOE approach to genetic improvement [8]. Our primary findings
are that one can achieve a more efficient version of MiniSAT by simply getting rid off
assertions and statements related to statistical data. Moreover, deleting certain optimisa-
tions leads to faster runs on some SAT instances. However, a significantly more efficient
version of the system is yet to be discovered.
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2 MiniSAT

MiniSAT is a well-known open-source C++ solver for Boolean satisfiability problems
(SAT). It implements the core technologies of modern SAT solving, including: unit
propagation, conflict-driven clause learning and watched literals [13], to name a few.
The solver has been widely adopted due to its efficiency, small size and availability of
ample documentation. It is used as a backend solver in several other tools, including
Satisfiability Modulo Theories (SMT) solvers, constraint solvers and solvers for de-
ciding Quantified Boolean Formulae (QBF) . MiniSAT has also served as a reference
solver in SAT competitions.

In the last few years progress in SAT solving technologies involved only minor
changes to the solvers’ code. Thus in 2009 a new track has been introduced into the
SAT competition, called MiniSAT hack track. In order to enter this track one needs to
modify the code of MiniSAT. This solver has been improved by many expert human
programmers over the years, thus we wanted to see how well an automated approach
scales. We used genetic improvement in order to find a more efficient version of the
solver. In our experiments we used the latest version of the solver - MiniSAT-2.2.01.

3 Our Approach to the Genetic Improvement of MiniSAT

Our objective is to find a version of MiniSAT that is correct, i.e answers whether an
instance is satisfiable or not, and that is faster than the unmodified solver. We used
test cases from SAT competitions2. The training test suite was divided into five groups:
satisfiable/unsatisfiable instances on which MiniSAT runs for less than 1 second, sat-
isfiable/unsatisfiable instances on which MiniSAT runs for between 1 and 10 seconds
and a mixture of satisfiable and unsatisfiable SAT instances on which MiniSAT runs for
between 10 and 20 seconds.

We modified the SAT solver at the level of source code. We used a specialised BNF
grammar to make sure that the evolved code is syntactically correct. Thus individuals
produced have a good chance of compiling and thus high chances of running. We used
time-outs to force termination of individuals which run significantly longer than the
unmodified solver. We changed the code by using three operations:

– copy : copies a line of code in another place,
– replace : replaces a line of code with another line of code,
– delete : deletes a line of code.

There were a few special cases involving loops and if conditions, namely the same
three operations (copy, replace and delete) were applied to conditions in if statements,
while and for loops3.

1 Solver available at: http://minisat.se/MiniSat.html.
2 Instances available at: http://www.satcompetition.org/.
3 Note here, however, that a part of a for loop, for instance, could have only been replaced

with the same part of another for loop. For instance, ‘i + +’ could have been replaced with
‘j ++’, but not ‘j = 0’.
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We modified two C++ files: Solver.cc, containing the core solving algorithm (321
out of 582 lines of code), and SimpSolver.cc, which simplifies the input instance (327
out of 480 lines of code).

Furthermore, we were evolving a list of changes, that is, a list of copy, replace and
delete instructions. We only kept such lists in memory, instead of multiple copies of an
evolved source code.

For each generation the top half of the population was selected. These were either
mutated, by adding some of the three operations mentioned above, or crossover was
applied, which simply merged two lists of changes together. Mutation and crossover
took place with 50% probability each. New individuals were created by selecting one
of the three mutation operations.

For each generation five problems were randomly chosen from the five groups of test
cases. Fitness was evaluated as follows: if correct answer was returned by an individual,
2 points were added; if, additionally, the modified program was faster, 1 more point
was added. Only individuals with 10 or more points were considered for selection. In
order to avoid environmental factors, we counted the number of lines used to establish
whether a mutated program was more efficient than the original one. The whole process
is presented in Figure 1.

Fig. 1. GP improvement of MiniSAT.

4 Initial Results

A summary of our results is shown in Table 1. We refer to versions of MiniSAT that run
faster than the unmodified solver on the maximum set of instances as ‘best individuals’.

We ran our experiments on a test suite with 71 test cases taken from the 2011 SAT
competition. Each generation contained 20 individuals. Time limit was set to 25 seconds
and it took 14 hours to produce 100 generations. We only modified the Solver.cc file,
containing the core solving algorithm. Of all programs generated 73% of them com-
piled. The best one was more efficient than the unmodified solver on 70 SAT instances,
in terms of lines of code used. However, the modified versions mostly just removed
assertions as well as some statistical data. Some optimisations have also been deleted,
but these in turn led to longer runtimes on certain instances.

Next, we selected the test cases from only the application tracks of SAT competi-
tions. MiniSAT was able to find an answer for 107 problems out of 500 instances tested
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Test cases Type Population size Generations Compiles Improved Best improvement
71 various 20 100 73% 70 0.937%

107 application 20 100 73% 107 0.859%
107 application 100 20 66% 106 0.858%

Table 1. Results of genetically improving MiniSAT. The ‘Improved’ column shows the number
of test cases on which the best generated version of the solver was more efficient. The ‘Best
improvement’ column shows the highest decrease in lines used for some test case, not necessarily
achieved by the best individual.

within the time limit, which was set to 25 seconds for each instance. Therefore, the 107
SAT problems were used for GP. Again we set population size to 20 and the number of
generations to 100 and around 73% of individuals compiled. In 34 generations there was
an individual that was more efficient than the unmodified solver on all five randomly se-
lected test cases. The best one was more efficient on all 107 instances. However, it only
removed assertions and operations on variables used for statistical purposes. We also
ran the experiments with population size 100 for 20 generations and achieved similar
results (with the exception that 66% of modified programs compiled). In all cases the
number of lines used by a ‘better’ version of MiniSAT generated was less by at most
1% and the average number of lines used during each solver run was in the order of
1010. None of the individuals produced led to large performance improvements. Most
of the changes involved deletion of assertions, operations used for gathering statistical
data or deletion of minor optimisations.

To sum up, in our experiments genetic improvement has mostly found ways to pare
down MiniSAT implementation. This was achieved by removing non-essential code
like assertions. Another type of change performed by GP was removal of minor op-
timisations. We will provide an example: A SAT instance is composed of constraints
called clauses, hence SAT solvers try to find a variable assignment that satisfies all the
clauses. MiniSAT contains a function called satisfied that checks the satisfiability
of a clause and removes it from the database if it’s already satisfied by some variable
assignment that cannot be changed. GP disabled this function by setting the second part
of the main for loop to zero. Thus, during a run of such a modified solver at each vari-
able assignment all clauses were checked for satisfiability, even though some of them
could have already been satisfied. On the other hand, the main body of the satisfied
function was not executed.

5 Related Work

Genetic Programming (GP) has long been applied to several SBSE problems including
project management and testing.

More recently, there has been much interest in using GP and variants and hybrids
of GP to solve demanding problems in which the code evolved by GP is intended for
deployment, rather than merely as a source of decision support (but not ultimate deploy-
ment as a working software system). Much of the recent upsurge in interest in GP can
be traced back to the seminal work of Arcuri and Yao on bug fixing using GP [3] and
the development of this agenda into practical, scalable systems for automated program
repair [11,14]. Recent results indicate that these automated repairs may prove to be as
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maintainable as human generated patches [6] and that the patches can be computed
cheaply using cloud computing [7].

While previous work on bug fixing has already scaled to large real world systems,
work on whole system genetic improvement has not previously scaled as well. How-
ever, recently Langdon and Harman [10] demonstrated scalability of whole program
genetic improvement for a system of 50,000 Lines of Code on a real-world bioinfor-
matics system. They were able to use a GP hybrid to find new evolved versions of the
DNA sequence analysis system Bowtie2 that are, on average, 70 times faster than the
original (and semantically slightly improved) when applied to DNA sequences from the
1,000 genome dataset.

A general framework of genetic improvement in set out on the ASE 2012 keynote
paper by Harman et al. [8]. In the work reported here we adapt the approach developed
by Langdon and Harman [10] applied to the Bowtie2 system to seek to optimise the
MiniSAT system. Any improvements for implementations of SAT solving that we are
able to achieve may have benefits for the wide and diverse applications of SAT solving.
Even if we can only optimise a SAT solver for a subdomain of application (such as
all constraints of a particular type), then this may allow us to use genetic improvement
to achieve a kind of partial evaluation [4]. Such partial evaluation of SAT solving by
genetic improvement may be useful in specific applications for which a known subset
of formulae of the desired type are prevalent.

6 Conclusions and Future Work

Genetic improvement has successfully been applied to systems such as Bowtie2, lead-
ing to significant speed-ups. Therefore, we wanted to investigate if this could be achieved
on a well-known software system that is easy to analyse and has been engineered by
many expert human programmers. Hence we chose MiniSAT, a very popular Boolean
satisfiability (SAT) solver that has been thoroughly studied. MiniSAT hack track of SAT
competitions was specifically designed to encourage people to make minor changes to
MiniSAT code that could lead to significant runtime improvements, and hence some
new insights into SAT solving technology. We wanted to check how an automated ap-
proach scales.

If Genetic Programming (GP) is allowed to only apply mutations and crossover at
the level of lines of source code, it turns out that little can be done to improve the current
version of MiniSAT. Most changes simply pare down MiniSAT implementation. These
involve deletion of assertions as well as operations used for producing statistical data.
Some minor optimisations have also been removed by GP. A version of the solver that
is significantly more efficient than the unmodified MiniSAT solver is yet to be discov-
ered. We intend to conduct further experiments. We plan to remove assertions from the
GP process and also conduct mutations on smaller constructs than a line of code. One
possibility is to mutate mathematical expressions. Further experiments with varying
population and generation size are also desirable. Furthermore, using a certain type of
test cases, exhibiting, for instance, similar structure, could help find improvements spe-
cific for such classes of problems. We have already started experiments in this direction
by considering test cases from the application tracks of SAT competitions. However,
other classes of problems are yet to be investigated.
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