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‘ Q | Experiments in machine learning and thinking

—\'] By T.Kilburn, R.L.Grimsdale end F.H. Sumner, Elecirical Engineering Loboratories, University of Manchester [UK)
[

.."; This paper describes experiments using the Manchester Univer-
« sity computers to demonstrate machine learning and thinking.
: A digital computer has been sucorssfully programmed to gencr-
—tte its own programmes which must satisfy certain given
'-.,ru:ril:rn:. For these generated programmes to be novel and inter-

esting it is essential that there be some degree of randomness in
their constroction.

A number of methods are available by which the machine will
improve its ability in programmd gencration. In one of these a
feedback system is employed in which the probabilities of selec-
tion of the varnous iastructions are vaned according to the
success of the generated programmes, thes enabling the machine
to learn the maost suitable instructions 1o use. The machine can
also learn by experience, because all successful programmes are
remembered and the machine can use these to generate new
programmes, In this way as the machine gains in experience, the
rate of production of programmes, and the complexity of these
Programmes, increases.

The first criterion used was that the programmes should repre-

. _sent convergent series. Many programmes were produced, some

“of & very complex form, None of these could have been predicted

: :a.u.d all were originally unknown to the machine. In a second

cseries of experiments, the criteria were made less general, and

—the programmes bad to generatea specified sequence of numbers,
. cthe first three terms of each sequence being supplied to the

“machine. This experiment clearly demonstrated bow the ma-
chine could leam to solve more difficult problems by referming to
the solutions obtained for simpler related omes.

The paper describes work now in progress to extend the above
scheme in which the machine classifies the programmes it has
produced and - . weeds to develop its own criteria.

Expérience sur les possibilitds d'ume mackine pour apprendre el
Penser, Cette communication décrit des expéniences utilisant les
machines & calculer de 1"Université de Manchester entreprises
dans le but de démontrer la manitre dont une machine peut
apprendre ot penser.

On est parvenun 4 écrire, pour une machine arithmétique, un
programme lui permettant se générer elle-méme se8 propres pro.
grammes. Cenx-ci doivent satisfaire & certains critéres préétablis.
Pour que les programmes résultants solent originaux et intéres-
sants, il est absolument nécessaire qu'il ¥ ait, dans leur cons-
truction, quelgue &ément aléatoire. On dispose d'un certain
nombre de méthodes selon lesquelles la machine se perfection-
nerait dans la génération des programmes. Une de cos méthodes

consiste & employer un systéme de rétroaction dans lequel les
probabilités de cheix des diverses instructions sont modifides
selon le succes du programme générd, permettant ainsi & la
machine d'apprendre quelles instructions sont les plus appro-
prifes. La machine peut aussi apprendre par expérience, parce
qu'elle ticnt compte de tous los programmes qui ont réussi, et
peut employer ceux-ci pour proeduire de nooveaux programmees,
Aingi d mesure que la machine gagne en expérience, elle produit
un plus grand nombre de programmes, ¢t de plus complexes.
Selon le premier critére dont on se soit servi les programmes
devaicat représenter des sénies convergentes. De nombreux pro-
grammes ont été produits, dont guelques-uns de forme trés
complexe, Aucun n'auvrait pu éire prévu, et tous Etaient, A
I'origine, inconnus 3 la machine. Dans une deuxidéme série
d'expériences, on a posé des critdres moins généranx, et les
programmes devalent générer une série déterminéc de nombres,
la machine ayant requ les trois premiers termes de chague séric.
Cette expérience montre comment 13 machine pouvait apprendre
A résoudre des problémes plus difficiles en se référant aux solu-
tions obtenues dans le cas de problémes apparentés, mais plus
simples,

Cette communication présente un travail en cours dexécution,
destiné & développer le projet décrit ci-dessus, dans leguel la
machine classerait les programmes qu'elle produirait ot procé-
derait au développement de ses propres critiéres.

Experimente zum Lernen wnd Denken von Maschinem, Diesc
Arbeit beschreibt Experimente mit den Rechenautomaten der
Universitit Manchester, um das Lermnen wnd Denken wvon
Maschinen zu veranschauhichen.

Ein Ziffernrechoer wurde mit Erfolg dahin gebracht, seine eige-
nen Programme zu crzcugen, die gewissen gegebenen Kriterien
geniigen miissen. Damit die erzeugten Programme newartig und
intereszant sind, ist es wesentlich, dal bei fhrer Konstruktion
cin gewisser Grad von Zofilligheit vorlicgt.

Es gibt cine Anzahl von Methoden, mit denen die Maschine ihre
Fahigkeit, Programme zu erzeugen, verbessern kann. Bel einer
von diesen wird ein Rickfihrungssystem angewandt, bei dem
die Wahrscheinlichkeiten der Auwswahl der verschicdenen Be-
fehle gemil dem Erfolg der erzeugten Programme abgewandelt
werden. Das befahigt dic Maschine zu lernen, die geeignetsten
Befehle zu benutzen. Die Maschine kann auch durch Erfahrung
lernen, indem sie alle erfolgreichen Programme speichert und
durch deren Abwandlung cder Erweiterung neus Programme
erpeugt. In dem MaB, wie die Maschine Erfabrung sammelt,
wachsen Erzeugung uod Vielgestaltigheit der Programme.
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Tras orste benutzbe Writerinm war, dal die Programme konver-
gente Reilien darstellen sollten, Es worden viele Programme er-
zeugt, einige von sehr komplexer Form, Weines hitte vorherge-
sagl werden kidnnen, und alle waren der Maschine urspriinglich
unbekannt, In einer 2weiten Serie von Experimenten wurden die
Writerien weniger allgemean gestaltet, und zwar sollten die Pro-
gramme cine bestimmte Zahlenfolge erzevgen, wobwl die ersten
drei Glieder jeder Folge der Maschine vorgegeben waren. Dieses
Experimcnt zeigt deutlich, wie die Maschine lernen kann, schwae-
rigere Probleme 2w 18sen, indem sie aof die Lésangen for ver-
wandte cinfachers Probleme zorickgreilt.,

hie Arbeit beschreibt Experimente, die das obige Schema er-
weitern. 1de Maschine klassifizgiert jetzt die von ibir erzeugien
Programme und entwickelt ihre cigenen Koriterien,

JECAEPUMAHTSL HAD TEM, KOK HMWCOAHT W JudTol MOiiib s,
B 31oM JQOKNaLe ONMHCBIBAKITCA SECTIEQHMEHTRI, NOpOBE-
JEHHBIE C BRYHCIMTEABHEIMH MawmHaMy Manayecrep-
CHOIM YHHRBEPCHTETA © [enLH [IOKATATEL, KAK YUSTCA o
MBICAT TAKHE MALIMEL]L

¥panock OPrAHMIOBATE TakuM obpazom uwhpoByw Bh-
YHCAHTEABHYHF MamuWHy, wrolkr oxa sBripabaTemana
cpok cobornedibie nporpaMssl. Mawmpna caabxera Kpy-
TEPHEM MAH PASOM EDUTEDHOE, HOTODLIM JOIMCHET ¥A0B=
METBOPRTE CO3MEBACMEIE MAEUIHHON DTPOTPEMME.

Ana toro, vrobsl 2TH DPOTRAMME] BLLATH HOBRIMM M HMHTE-
PECHLIMM CYIICCTBEHHD, 49T0DB] B MX KOHCTPYRUMM OLIX
KEaKofl-T0 SIeMEeHT cay4afnoecTH. CywjecTEVeT PAS MOeTO=
OB, OpM OOMOLH KOTORLIX MAUIMHE FIFQGIIAET CBOH
criocobHoCcTE BLRIpEORTREATE NpOTpaMMEL. B omHoM  H3
METOROB WCTIONBIVETCA CHCTEMA oDpaTHOR CBAIH, B KO-
TOpOH BEpOATHOCTH BLOpDE PAZNMUHEIX XOMa3HL MCHA-
HITCA B 3dBMCHMOCTH OT YCTEXEAE HI:IPEEE.'I"I:IHHEHBII M-
rpaMM, 4TO GARET BOIMOMHOCTE MAlUIMHE Y3NaTe Haubonee
NOgXogAUIHE KoMaHakl, MawmHa MOMEeT TAKME YYHTEI-
BATL CBOH OMOBLIT, TAK KAK OHA JAM0MMHACT BOC YIAYHLIE
NPporpaMMsl B MOMET BRIPDE0ATEIBETE HOBLIE NMPOrPaMMBEL
Tagusm obpazom, M0 MEDE TOrD, KaK MaulwHa npuobpera-
@T ONEIT, TEMIT BRMYCKA NDOCPAMM BOIPACTAST M CHOMK-
HOCTL NPOTPaMM YBeau4usaeTeA. JIepenifl 13 HOnoAL3Iye-
MBIX KEDHTEDHER COCTOAI B ToOM, 4TOOL] Nporpamsbl Ipes-
CTABAAIM CHOQALIHMECH PRALI. BRINO COIMEHO MHOTD Mpo-
rpamMmM, B TOM HHCAE M OYeHB CACMARX. Hu oaHofi wa
HHX HeNb3A GBINO MPefcEazaTh W BOE OHMH NEPEoHaYa L=
HO He BhIAW MINECTHRL MAwnHe Bo BTOROH CCpHH ONbi-
TOB KPHTEDHM OGbiNK CALTaHBT MeHes OOIMIHME, OpOrpam-
ML Jon#HEl GBINH BRpabaTHMBATL ITAHHYIG TNOCTReRs-
BATEABHOCTL YHOEN], OPHYEM TRPH NEPBRIX 4YAeHa Eax-
AQrQ PAAA BBOIMIMCE B MALIHHY.

JTOT IHCIEPHMEHT ACHO NOKA3a0 KaxuM obpazos saurm-
HA MOMET HAVIHTRECH QDelllaTh EE‘I.‘JEE CAOWMHRE 3Iaga49H,
ofpauaAck K PelueHMAN, NoAyUeHHbBIM ANA Gonee npo-
CTRIX ZagaY,

B goxname oliMCaMa TAaKMe OPCBOIMMAA B HACTOALLES
BpeMA paboTa, HANPABACHHER HA DACLUMPCHME OTMCAH-
HOM BRIIIE CXEMBI — MEUIHMHA EJACCHOHUHDYET BRIZAH-
HblE BH) NPOTPEMME] M 3aTesM pajpabfaTrieaeT cBOM cob-
CTBEHHELIE EPHTERHH,

Expevimentos para sinmlar ol aprendizaje v ol penzamicnto for
una mdguing, Este trabajo describe unos experimentes hechos
con las caleuladoras de la Universidad de Manchester para simu-
lar ¢l apremdizaje v el pensamiento de vna maguina.

Una ealculadora digital ba sido programada con éxito de moda
quer ha logradoe generar sus propios programas, de acuerdo con
ciertos criterios dados. Para que cstos programas resultados sean
Nueves ¢ interesantes vd Noecesario gue bava algun elemento
aleatdrin ¢n su constrwce lon.

La swdjuing dispone de varos métodos para perfeccionar su
generacian de programas, Se pucde emplear un sistcma de reali-
mentacion en el cval las posibilidades de seleccidn de los instruc-
ionecs cambian segin ol €xito de los programas gencerados, de
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modo que la mél‘]_\l:i.ll;l aprende cuales son las instrucciones méds
utiles. POF 00 144 15 makgquina puede aprender experimental-
mente Y que todos los programas satisfactorios son recordados
v ella dispone de pstes pam lograr noeves programas. De edte
mode 12 velocidad de prodoccidn de programas asi como la
complendad de los mismos aumentan,

Il primer criterio «xigid que ¢l programa representara una scric
convergente, La maquina producia muchas de tales series, algoe-
nas de las cuales cran muy complicadas. Ninpunas podrian estar
predichas v todas eran desconocidas por la maquina, En una
segumla serie de experimentos se han hecho mis ecspecificas las
éxigencias para un buen programa. Aplicaciones sucesivas del
programa tenian que prodducir los términes de una seric algébrica
cuyos tres primeros términos eran dados. Este experimente pone
de manifivsto que la maguna poede apremder a resolver las
problemas mas dificiles mediante la referencia a los resultados va
obtenidos con problemas mas faciles.

Sc describe ol trabajo para lograr la clasificacidn por la maquina
de los programas generados a On de desarrollar sus proprios
Criterios,

1. Introduction

The work described in this paper was started in Febroary
1957, and some of the results were obtained on the Manches-
ter Mark I Computer in that month, Further work was
delayed until the arrival of the Mercury Computet.

A digital computer 15 a high-speed calculating machine
which must be supplicd with a programme or list of instroc-
tinns before it can operate. These programmes are normally
written by the human vser of the computer, The programmee
contains all the ideas and thoughts of the user pertaining
to the problem to be solved and the computer acts precisely
according to his wishes, It is interesting to note that, when
a compuier has been equipped with a programme for,
inverting matrices, it becomes a machine for deing this
particular mathematical operation. Thus a programmed
computer may be regarded as a machine. This paper is
concerned with a system by which a programmed com-
puter—the wrasfer markitg can CcONSLTUCT PrOSTAMMES
which can be performesd on a sal-compiter within the main
computer., These constructed programmes are fequired to
have certain characteristies. A programmed digital com-
puter normally produces a set of numerical results, but the
master machine produeces new programmes, In view of this,
the master machine is considered to be capable of thinkimg,
since the production of these new programmes would have
reguircd some creative thought by a human being. The
master machine also demonstrates learning ability because
it is able to make improvements on its attempts at con-
structing new progrommes as a result of experience, It is
realised that the definitions of learning and thinking are
subjects of controversy and the above claims will not
satisfy all critics but it is hoped that the terms will be
justified by the production of new and useful ideas by tha
master machine. The results so far obtained are of an
elementary nature, but indicate that the gystem is powerful
and has considerable possibilitics,

2, Basic concepts

The master machine operates (o Fenerate programimes which
satisfy a criterton. In the work described, the cnterion has
been supplicid, but in future it is intended that the master
machinewillbe able to prmlutn: i1ts own criteria, The criterion
iefines the pmhlt-!m or class of problem for which the
constructed programmes will be solutions,

The most important aspect of the work is the design of the
master machine which muost be efficient in producing new
constructed programmes. It s difficelt to measure the



efficiency of such a system; for example, it may not be
desirable to produce a large number of simple programmes
in a short time, but preferably to develop a few complex
and interesting programmes. One of the essential features
of the programme generating scheme of the master machine
is a certain degree of randomness, for without this no novel
work could be done. At the same time, a purely random
system is uneconomical and uninteresting. For progress to
be made the master machine must be able to benefit by
experience and it must have some form of learning ability.
Further improvement to the programme construction
system is obtained by an introspective process whereby
successiul constructed programmes are examined and the
programme constructing system is modified to improve
future programme generation.

The sub-computer on which the constructed programmes
arc performed has features similar to a normal digital com-
puter and actually consists of an interpretive programme
performed on the computer proper. The sub-computer has
an accumulator register A, several storage registers 5, and
an arithmetic unit. The basic instruction list as first nsed
15 as follows:

1) Replace the number in the accumulator
by the sum of the numbers in the ac-
cumulator and the r'® storage register

2) Replace the number in the accumulator
by the difference of the numbers in the
accumulator and the rt® storage register

3} Replace the number in the accumulator
by the product of the numbers in the
accumulator and the r'® storage register

4) Replace the number in the accumulator
by the ratio of the numbers in the ac-
cumulator and the r'® storage register A=

5) Replace the number in the r'® storage
register by a copy of the number in the
accumulator

6] Replace the number in the accumulator
by a copy of the number in the *® stor-
age register A'=15

The constructed programmes are produced by forming

a sequence of instructions chosen from this list. Each

instruction bas two parts: the function which indicates

which of the above six operations is required and the
address (r) which specifies the storage register involved,

5'.- =l!L

- One of the storage registers contains the cycle count n.

This is set equal to one initially and is increased by one
every time the -constructed programme is obeyed. The
other storage registers are filled with random numbers
within a predetermined tange. The way in which the

! constructed programmes are performed and tested against

the criterion depends on the actual criterion in use.

3. Programmes with simple convergence

The first criterion used is called the convergence criterion.
The accomulator is set ogual to zero and the constructed
programme i3 obeyed. After obeying the last instruction
of the programme the number in the accumulator is taken
as the first answer A,. The programme is obeyed again,
starting with the accomulator equal to A, and the second
answer A, is obtained, and similarly for A; and A, The
convergence criterion defines a successful programme as
one for which the answers satisfy the inequality:

TA — Ay < [A— Ay
This is referred to as a convergence criterion because it is
normally satisfied by programmes which give progressively
smaller answers each time they are performed. This partic-
ular criterion was chosen for two reasons; firstly because
it will be satisfied by a large variety of different programmes,
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and will give the master machine a fairly unrestricted field
of operation, and secondly becanse convergent processes
are of interest in a naumber of fields [for example in feed-
back systems where it is required {o minimise the error
guantity].
A purely random method of programme construction is
one in which programmes of fixed length, say ten instruc-
tions are built up from instructions with both function
and address parts chosen randomly. This method, whilst
being capable of yielding results, is time wasting and has
no special features of interest. ln a preferred method, the
programme is tested against the criterion as each instruction
is added to the programme. A further varant is to try
several different instruclions in the same positions in the
list. The first programmes to be produced represented series
of the type
afl +b+b* 4 1)
with wariops values for b all less than one. These series
result from the presence of two instructions of the following
types in the constructed programme:
A'=A } 5,
A= ATS,
1f storage register 5, contains the number ¢ and 5, contains
d then with the accemulator initially containing zero, the
number in the accumulator at the end of the first run of the
programme is cjd = A, and the valoe at the end of the
second run it (¢jd 4 ¢} 1id = ¢fd? + c/d = A, Provided
cfd is less than one the programme clearly satisfies the
criterion.
Whilst these results are simple it is important to remember
that they are original so far as the master machine was
concerned and whilst they could have easily been predicted,
thiz was not in fact the case. The production of such pro-
grammes is very rapid and a wide variety of different forms
are obtained. During a particular run of 20 minutes of the
Mark 1 Computer?} of which time, 13 minutes was t in
printing the constructed programmes, the following results
were obtained:
108

1] Ap= =

where Ay is the content of the accumulator at the end

of the n'® run.

2) two series of the type Ag = afl + b 4+ b* & ---b=Y)
_ Ap—y
3) Aa=""tea
ifi1-11 2-2] 3-3!
_E F’ ﬂ_TE a-'__.J_ ------ n-n!l

A number of unsuccessiul programmes were also obtained.

These were programmes which reached the, then maximum

length of eight instructions without satisfying the criterion.

The results produced in this manner were interesting and

some of them novel. However, much complex mathematics

is derived by extending simple concepts. Accordingly, the

master machine is arranged to continoe building up

programmes after these have satisfied the convergence

criterion. As an example of this, a programme of four

instructions satisfied the convergence criterion giving

the result

100

174

this was subsequently transformed by the addition of

four instructions into a new programme, giving the result
Ag—1 199

Ap = =397 —2-13—{n + 1'.|—{E Fiy

It is often the case that certain instructions in the pro-

grammes are irrelevant, that is they do not contribute to

As = Ag_3 X uz— 213 — 100 (n + 1)

1) The Manchester University Mark 1 Computer had an addition
time of 1.2 mssc for two forty digit binary nombers.
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the final result, e.g. when the contents of the accumulator
is copied into a register which is not subsequently used,
These irrelevant instructions are removed from the pro-
gramme by the master machine, but it is undesirable to do
this until the programme build-up is completed, In one
particular case the result

226
" n

was obtained with a programme of 11 instructions of which
9 were irrelevant. However, the addition of two further
instructions transformed the programme to give a result

225 138 220

ﬁn;—-——————:l:— T —

iﬂj" 1][aa‘hnﬁ1 = b:l 129 129
making use of seven of the previously irrelevant instruc-
tions. It is interesting to observe that this production of
irrevelant work also occurs in human thought processes and
indeed some of the ideas which are, at first, apparently

irrelevant prove (o be of value later,

ﬁn—

b

4. Introspection

In all the ahove examples the choice of the instructions
was made at random. To improve the svstem further, a
form of introspection 13 now mtrodoced. This 15 artanged
so that the master machine chooses the instructions in a
way which depends on previous successtul choices. The
instructions have two parts, functions and addresses, each
of which may be selected on a probability basis. Functions
or addresses which have resulted in successful programmes
in the past may be given a greater probability of being
subsequently chosen. To illustrate the effect of choice of
functions on a probability basis, all other variable factors
are removed and programmmes of fixed length (10 instroc-
tions) are constructed. The probabilities are varied auto-
matically by the master machine. Each of the six functions
has a number p associated with it and the p's may have any
positive value provided the sum of all the p's is constant.
Imitially all the p values are equal. The relative values of p
give the probabilities of the functions being chosen. With
a piven set of probability values the master machine
constructs 300 programmes and tests each one against the
convergence criterion noting how many are successful.
At the end of the run, the master machine makes a change
in the relative probabilitica of the functions and a further
run of 300 programmes i5 performed. If the change in
probability distribution results in an increase in the number
of successful programmes, a similar change is made again,
but if the number of successful programmes decreases, the
system reverts to the previous state and the effect of a
different chanpe is investigated., The rezults are shown
in fig. 1.

The first graph shows the number of successful programmes
{out of a maximum possible of 300 for each run, Every run
has a diflerent set of probabilities for the [unctions, and these
are shown in the sccond graph. p, represents the probability
of selection of function 1, ete, These resolts show that after
sixteen Tuns, the nomber of successful programmes is
twice a3 many as when the functions have equal prob-
ability, Further changes in probability distribution cause
the number of successes Lo oscillate about a value of 110
siccessful programmes. This set of expeniments demon-
strates the ability of the master machine to learn by
experience. ‘Thus, by using a type of feedback mechanism,
the system is altered to increase the proportion of suceessful
programmes constructed. It can be seen that the prob-
ability of the division function has increpsed, the probe
ability of the operation which replaces the contents of the
accumulator by the contents of a given store line has been
recduced and the probabilities of the remaining functions
are almost unchanged. The increase mm the probability of
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Fig. 1.

the division function is an obvious result. The reason for the
decrease in the other function is that the result of prior
instructions which might have led to a convergence has
been overwritten by refilling the accumulator from a store
line. This particular set of experiments is of an elementary
nature, but clearly demonstrates the operation of a machine
which can improve itself, The same principle could be
extended 1o include the choice of the address and, further,
to make improvements by observing the structure of
provious successful programmes, noting such features as
sequences of instructions.

5. Looped programmes

The master machine is in no way restricted to the set of
instructions already given, Experienced programmers will
be familiar with the technique of writing a et of instruc-
tions which are repeated many times. These ‘loops’ of
instructions arc widely used in man-made programmes,
and the master machine was extended to include their vse.
The loop function is added to the six existing instructions.,
The number of times the loop is to De repeated is specified
by the number in the storage register referred to in the
instroction, and the sumber of instructions in the loop is
chosen on a probability basis. To illustrate the use of the
Inop instruction a constriocted programme in which it was
wsedd will be described.

The first success was oblained with a programme of three
instructions

= AT = A+ 5y where Sy is the storage
repeat onoe register contamng the
P - cyvele count.



This gave the Tesait

A1
Aa=—"" 4 2

The master machine then added further instructions to the
programme, giving:

= A" = A 4 Sp
L_repeat once
-» A" = A =5y
A=A -5y
8 = A
S =A
| A =15 5y contained zero)
DA =A 45
A'=AXE5

repeat n times
The new programme gives

.l!’L-_i 2
Agm— -t T

"11; will be seen that this programme, in common with most

thers, contains irrelevant instroctions, When the construc-

) tion of the programme is completed, the master machine
removes all irrelevant instructions and prints the pro-
gramme together with an algebraic reprezentation of the

J action of the programme.

=The programmes so far described are short, but nevertheless

J show interesting examples of convergence. As the program-
mes are allowed to grow they become very complex indeed,
As an example, one such programme led to the result

1 P
T

1 i
—,—h—znl--
n ]

1
LBy zl
Ap_q

An i" [ﬂ"" l-'-:|
n'd

Aay

where By = =

This had 29 instructions, of which & were irrelevant.

The master machine has demonstrated that in satisfying

the convergence criterion it can generate a large numhber of
_mew and hitherto unknown ideas concerning convergence.
~For the programmes to be of valie it is necessary for the
Smaster machine to classify them. The results obtained,
o however, are difficult even for 2 human to classify, and

a discussion of classification systems will be left until the
—enil of the paper.

6. Sequences

One feature of the convergence criterion is that the master
machine can satisfy it easily. This is in some ways desirable,
because it means that the master machine is fairly un-
restricted in its attempts to produce programmes. However,
the master machine is also able to produce programmes
satisfying more restricted criteria. This aspect of the work,
whilst similar to that described previously, does demonstrate
certain abilities of the master machine more clearly.

In the restricted criteria a set of numbers or letters are
given which are the first few terms of a sequence. The
master machine now gencrates programmes which produce
this pumber or letter sequence as successive results, and
by repeating the programme, further terms of the sequence
will be generated.

The programme generation system ussd differs in some ways
from that described previously, There is a set of input
registers, T, to In in which the first terms of the defining
sequence [the criterion) are stored, also a set of oorpot
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registers O, to Op which must be made equal to I, to Iy by
the programme. Certain of the storage registers are used to
hold information supplied to the machine, and cannot be
altered by the programme, The facility of B-modification
of the instructions is also included; only one B-register is
used, and if an instroction is to be modified then the
content of the B-register is added to the address part of
the instruction before it is obeyed. The programme starts
with the accumulator, B-register and O-registers equal to
zero. Four additional functions are also available

7} Add the contents of 5; to the B-register B = B + 5
B} Copy the contents of A to the next available O-register

O = A
%) Set the contents of the accumulator equal to zero
AT = zero

14) Repeat the programme R

Function 7 can occur at any point in the programme and
is selected in the same way as the previous six functions,
Instructions 8, 9 and 10, which do not require addresses,
are only used at certain points in the programme.

A programme 15 generated in the normal way by forming
a sequence of instructions. After the addition of each
instruction, the programme is obeyed starting with the
accumulator containing zero. At the end of the programme,
the contents of the accumulator are compared with the
contents of the first I-register. If they differ, programme
generation is continued. However, if they are the same,
an & instruction is added to the programme and programme
generation may be continued. Alternatively, the programme
can be terminated by any of the following sequences of
instructions:

10; 9, 10; 7,10 or 7,9, 10.

In the case of termination, the programme is obeyed
repeatedly until all the necessary O-registers have been
correctly set. In the event of a disagreement the pro-
gramme is partially rewritten starting at a suitable point.
When the programme has satisfied the criterion, both
programme and criterion are remembered by the master
machine and a coded form of the programme is printed out.

The type of sequences presented to the master machine are
exemplified by the following:

--------

AABBCLC ... iivvinnirnrs
BLIBICA voveverenprneps
P SRR P
B L T e
13610152128 ............
B L P
o s e ey s
224108320 ... e aiia .

For the first three sequences the machine was supplied
with the first few letters of the alphabet; these were written
by the machine into certain of the storage registers,

The numerical sequences are of special interest because in
generating these the value of past experience, and the learn-
ing ability of the master machine, are demonstrated, The
fourth sequence and the last three sequoences are similar
because they involve power series in N. They represent,
respectively, n, n® n?*+ n, and n* + nf, The master
machine was arranged, in the first instance, to generate
programmes to produce these sequences withoont recourse
to any past experience,

The programme for the first sequence was praduced in five
secofds, but programmes for the remainder failed to
appear within five minutes. However, when the machine
was allowed to use past cxperience the results shown in
fig. 2 were obtained,



Jus
time {secs)
0 sequence 1, 2, 3 given.
5 Answer 4 produceld.
12 Sequence 1, 4, 4 given,
20 Answer 16 produced.
29 Sequence 2, 6, 12 given,
30 Answer 20 produced,
35 Sequence 2, 24, 108 given.
41 Answer 320 produced,
Fig. 2.

In the imtervals between the master machine producing
answers and being given new sequences, it develops and
produces new non-trivial programmes by adding 1o and
modifving programmes already produced. ITn other words,
the master machine is allowed to fhink about questions
it has been asked,

This learning ability was further demonstrated in another
experiment in which two sets of eight sequences were uged,
The first {ser A) was fairly simple, whilst the sccond {set B)
wias more difficult.

Set A Set B
L23 csocaea (o) | S s SR (n* —mn + 1)
1.4, % .00 [RF) 1.6,15 .... [Zn* —n)
LB v [ R (n? 4 n) % S Ty PR (2o + 1}
P | (n* + 1) 3,16,45 ... (n® + 2n%)
026 .. ... (0¥ =— nj 0,4, 18 .... {n* —n7)
0,38 ...... (0t — 1) 1,16, 81 ... (nY
L8 23 .o (n? - B g in -+ 1
2.12.36 .... (0* + %) 0,8 54 .... [n*—n¥
Fig. 3

In the first case the master machine hadd no past experience
and was only permitted to make use of the programmes
gencrated to represent other sequences in the same set,
Iinder these conditions the machine produced programmes
for all members of Set A in 1 min. 15 secs., but failed to
complete the cight programmes for Set 18 in 5 mins, In the
secondl instance the master machine was able to make use
of past experience, as in the first experiment. That is, it
was able to make use of any programme it had produced
to generate given sequences, and in addition to be able to
usc any onc of & numboer of programmes the master machine
had generated by forming programmes of a type similar to
the successiul programmes.

The experiment was then repeated, the master machine
being given Set A first, which it again produced in about
1 min. 15 secs. Sct I3 was then supplied, and the master
machine now produced programmes which generated all
these sequences in under Y, min. In producing the pro-
grammes for Set B, the master machine made wse of the §
successiul programmes for Set A, some 39 programmes
developod as variations on this set, and a further 67 pro-
grammes which were developed as variations on the pro-
grammoes of Set B as they were produced. All these sequences
were polynomials of n and the probabilitics of the addition,
subtraction and multiplication functions, and the store
register containing n increascd rapidly. When sequences
of a dilferent type were given [ollowing Set A amnd Set B
the master machine was slow in generating programmes
until a new probability distribution for the functions and
addresses bad been established.

7. Problem solving

The experiments described in this paper show that it is
pussible to design o machine with o certain degree of
thinking amd learning ability. The master machine has
procluced o large number of convergent serics which were
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hitherto unknown to the machine, or indeed to the designers.
The rate of production of the programmes representing
these serics is very high, and the range of different types
is considerable. The operation of generating a programme
to satisfy a criterion 1s in some ways akin to one aspect of
the human processes of invention, A human inventor when
faced with a problem, sifts and arranges the information
in his memory to produce ideas, and applies tests to see if
any ideas will solve the problem. It appears poszible that
a thinking machine of the type described in the paper
could be constructed, which would he able to solve prob-
lems in a particular field sach as electronics or nuclear
engineering, provided such a machine was supplied with
sufficient information about the subject, together with
any other basic information required.

The demonstration that a machine can learn to solve
problems is also an important feature of this work. Learning
can be of two types; learning by cxperience and learning
by teaching, The master machine learns by experience when
it makes use of programmes it has developed in the past.
The sccond form of learning is demonstrated when the
machine is assisted in solving difficelt problems by being
given easier problems first.

The master machine has certain &uwilf-in abilities. It is able
to generate programmes consisting of certain computer-
type instructions, and a sub-computer is available on which
these programmes may be performed, The sub-computer has
facilities such as addition, subtraction, multiplication etec.
The master machine could have been given fewer facilities
to start with, but then it would have only been capable of
performing very simple operations. Indeed it would be
preferable for the master machine to have more built-in
facilities, becavse the present number is very small when
compared with the human brain.

The experiments decribed in this paper are of an elementary
nature, and represent a start in the constroction of a
thinking machine, The system i3 now being improved and
extended, and some of the ileas in this direction are now

described,

B, Classification

Many of the constructed programmes will bear a relation
to others, and some form of classification system is required,
There are a variety of different ways in which this may be
done. The classification may be based on the constructed
programmes themselves, The type of instructions and the
order in which they are arranged may be noted, and pro-
grammes having common features may be grouped together,
This amounts Lo a pattern analysis of the programmes. The
ability to recognise patterns of instructions within pro-
grammes and to make wse of these patterns in future
programmes will give the machine further creative abahty.
An algebraic representation is already obtained for pro-
grammes now produced by the master machine during the
process of removing redundant instructions; this represen-
tation will be particularly suitable for pattern analysis,
The classtheation may also be based on the eriteria. The
master machinge can observe characteristics of the criterion,
for example, it may require an inequality to be satisfied or
a sequence to be continued, Thus when the machine has
a similar criterion on a future occasion it will be able to
recall previous solutions and methods of solution used for
similar problems. In this connection it will be very desirable
for the machine to have a limited understanding of a
language with which it may commuonicate with human
beings. In this way names can be given to the varions
classes of programmes which can subscguently be referred
to by humans. The language may also be wsed to give
advice to the machine, as it is realised that the machine will
require a considerable amount of teaching to be able 1
solve significant problems,



The machine may also be left to work by itself, and the
master machine iz at present being arranged to work in
this manner. In the experiments described the machine
produces programmes to satisfy given criteria, whereas in
the system the criteria themselves will be produced by the
master machine, The criteria will be based on certain
mathematical, logical, and other concepts and relations.
These would inclode soch ideas as grealer than, equal fo,
similar, if, but, and, or, then, etc, and concepts such as
order Of sequenicd. The master machine will manipulate
these items to form criteria and proceed to attempt to
generate programmes to satisfy criteria.

A master machine which invents programmes to satisfy
criteria produced by itsell would indeed be a thinking
machine on almost any definition. Purposeful thinking to
human advantage can only follow if the machine is given
contact with the outside world, either directly or with the
assistance of human beings,

9. Discussion

G. K. Bowlanger (Belgigue): Jo wvoudrais féliciter MM,
Kilburn, Grimsdale et Sumner d'avoir osé utiliser, dans ce

Congrés, l'expression ethinking machines (machine a
| *penser), C'est une audace, On remarquera, en effet, 1a con-
'
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tradiction qui existe entre les possiblités que laissent
entrevoir MM, Kilburn, Grimsdale et Sumper, et ce qui
a &t dit an cours de la stance inaugurale du Congrés.
Il y a été affirmé en effet quune machine ne peat travailler
que suivant des programmes &établis par I'homme, que tout
accés au plan de la création intellectuelle lui est interdit ete.
De telles affirmations sont dangereuses, car leur caractére
est purement gratuit. Que les machines & programmes
travaillent de cette maniére, nul n'en doute, Mais il est
d'autres types de machines. Et les prises de position que
j'incrimine sont d'antant plus regrettables qu'elles sont
affichées par des personnalités plus éminentes et dans des
circonstances plos officielles. Car clles tendent & jeter le
discrédit sur les efforts des chercheurs qui ont précisément
choisi pour hypothése de travail la non-limitation & priori
des possibilités de la machine,

On dira qu'il s'agit dans les deux cas d'hypothéses et que
I'on ne peut apporter le prenves pour aucune, C'est exact,
mais il ¥ a une différence: la premiére attitude [celle de la
négation) est stérilisante tandis que ceux qui ont adopté
la seconde nous apportent chagque jour de nouvelles raisons
de croire & son bien-fondé.

Il n'est pas opportun d'amorcer ici un débat sur les possibi-
lités des machines mais je crois que, pour éviter des malen-
tendus wltérieurs, ¢es choses devalent étre dites ao cours
du présent Congrés,

By Mary E. Stevens, National Bureou of Stondords, Washington D.C, (USA)

A machine model of certain logical recall operations, involving
both pattern recognition and a limited degree of machine
learning is described, The model consists of an initial vocabu-
lary of terms (nouns, adjectives, and proper names) and stored
records of certain of their semantic and logical interrelation-
ships, together with rontines for various operations upon the
machine's store of "'knowledge™ as available at any given time.
In the cperation “Define,” the machine defines a given input
term with respect to other terms that are applicable to it. [n
"Extend,' the machine lists specific examples of a given generic

cooterm. In “Locate,” the machine searches for any. term in its

— vocabulary related to a given input term in the sense of identi-

fying the geographic location, if any appropriate to that term,
- 2 In “Match,"” several input terms are compared to find common
¢ —'reference to other teems and the vocabulary is then searched for

. any additional term that thus matches the input terms.

These and other operations are used to illustrate potentialities
for new machine aids to information retrieval, literature search,
etc. Other operations provide for a measure of “leamming”™ of new
terms as well as for "forgetting”’ of other terms. New terms are
accepted cither by tentative assignment of relationship refer-
ences, of by roatines calling for man-machine intercommunication
during the operation and for operator feedback, including
"“rewards"™ for correct answers.

Experimental results obtained with SEAC are reported, and the
implications of the tests of the model for information retrieval,
intelligence testing, etc., are discussed.

Modéle de rappel rdalisd sur mackine. L'auteur décrit un modéle
de certatnes opérations de rappel logique d'informations enregis-
trécs, exigeant do la machine a la fois gu'clle pulsse identifier des
structufes et, dans une certdine mesure, apprendre, Ce modéle
comprend un vocabulaire initial (noms, adjectifs ot noms pro-
pres) ot un répertoire enregistrd de certaines relations sémenti-
ques et logiques entre les termes de ce vocabulaire, ainsi que les
programmes de diverses opérations & effectuer sur le stock de

teonnaissancess disponibles 4 un moment donné, Lorsqu'elle
effectue 'opération sdéfinirs, la machine définit lz terme qui lui
est proposé par rapport & d'aptres termes apparentéds, Sion lui com-
mande de sdéveloppers la machine énumére des exemples précis
du terme générique donnéd. Lorsqu'elle regoit Fordre de socali-
sere la machine cherche dans son vocabulaire, parmi tous les
termes se rapportant ao terme proposé, celui qui en indique la
situation géographique. 5i elle regoit l'ordre d appariers elle com-
pare les différents termes qui lwi sont proposés pour ¥ déconvrir
une référence commune & d'autres termes dventuels, puls dépouille
soft vocabulaire pour en extraire tout terme additionnel qui
puizse de la méme maniére étre rattaché aux mots d'entrée,
En décrivant les diverses opérations dont cette machine est
capable, 'auteur montre ce qu'on peut attendre de nouveaux
auxiliaires mécaniques en matigre de rappel d'informations
enrcgistrées, de recherches documentaires, ete.

Dr'autres opérations permettent dans une certiine mesure
I"apprentissages de termes nouveaux ainsi que 'soublis d'autres
termes. La machine enregistre les termes nouveanx soit en leur
affectant provisoirement les références, oitd ] addede programmes
exigeant des échanges d'information homme — machine au cours
de I'opération ou une réponse (feed-back) de Pobservatenr qui
srécompenseras notamment la machine =i elle répond ien,
L'auteur rend compte des résultats d'expériences faites avec la
machine SEAC et examine les conséquences & tirer de différents
cszals auxquels e modele a ¢bé soumis [rappel d'informations et
tests d'intelligence notamment).

Ein Maschinenmoded sur Drantworlung von Fragen. Es wird ein
Modell fir bDestimmte logische Operationen zum Wiederauf-
fnden von gespeicherten Informationen beschrichben, das avuch
Zeichen erkennen und bis zo einem gewissen Grad lernen kann,
Das Modell besteht aus einem anfinglichen Vokabular von Aus-
dritcken [Substantive, Adjektive und FEigennamen), aus ge-
speicherten Aufzeichnungen cines bestimmten  Teiles ahrer
semantischen und logischen Bezichungen und aws Programmen



