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Abstract  
 

 Web 2.0 represents a paradigm shift in the way that internet is consumed. Usersõ role 

has evolved from that of passive consumers of content to active prosumers, implying a plethora 

of info rmation sources and an ever increasing ocean of content. Collaborative Recommender 

systems have thus emerged as Web 2.0 personalization tools which aid users in grappling with 

the overload of information by allowing the òdiscoveryó of content in contrast to plain search 

popularized by prior web technologies. To this end Collaborative filtering (CF) exploit the 

preferences of users who have liked similar items in the past to help a user to identify 

interesting products and services. The success of CF algorithms, however, is hugely dependent 

on the technique designed to determine the set of users whose opinion is sought. Traditionally 

user closeness is assessed by matching their preferences on a set of common experiences that 

both share. The challenge with this kind of computation is the overabundance of available 

content to be experienced, at the userõs disposal, thus rendering the user-preference space very 

sparse. The similarity so computed is thus unstable for user pairs sharing a small set of 

experiences and is in fact incomputable for most user pairs due to a lack of expressed common 

preferences.  

To remedy the sparsity problems we propose methods to enrich the set of user 

connections obtained using measures such as Pearson Correlation Coefficient(PCC) and Cosine 

Similarity(COS) . We achieve this by leveraging on explicit trust elicitation and trust transitivity. 

When interacting with anonymous users online, in the absence of physical cues apparent in our 

daily life, trust provides a reliable measure of qual ity and guides the user decision process on 

whether or not to interact with an entity. These trust statements in addition to identifying 

malicious users also enhance user connectivity by establishing links between pairs of users 

whose closeness cannot be determined through preference data. In addition transitivity of trust 

can also be leveraged to further expand the set of neighbors to collaborate with. We first explore 

a bifurcated view of trust: functional and referral trust i.e. trust in an entity to rec ommend items 

and the trust in an entity to recommend recommenders and propose models to quantify referral 

trust. Such a referral-functional trust framework leads to more meaningful derivation of trust 

through transitivity resulting in better quality recomm endations.  
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Though trust has been extensively used in literature to support the CF process, distrust 

information has been explored very little in this context. We thus propose a tri -component 

computation of trust and distrust using preference, functional t rust and referral trust in order to 

densify the network of user interconnections. To maintain a balance between increased 

coverage and the quality of recommendations, however, we quantify risk measures for each 

trust and distrust relationship so derived an d prune the network to retain high quality 

relationships thus ensuring good connections formed between users through transitivity of 

trust and distrust.  

In the absence of supplemental information such as trust/distrust to provide extra 

knowledge about user links the local similarity connections can be harnessed to deem a pair of 

users similar if they are share preferences with the same set of users thus estimating the global 

similarity between user pairs. We investigate the effectiveness of various graph based global or 

indirect similarity computation schemes in enhancing the user or item neighborhood thus 

bettering the quality and number of recommendations obtained.  

In addition to the inadequacy of similarity measures such as PCC and VS in forming a 

rich user neighborhood they are static and may not capture user matching satisfactorily and 

guarantee optimal performance under diverse data situations. We propose to learn similarity 

measures which not only adjust to the type of data at hand but also ensure optimal performance 

over time. Evolutionary techniques are employed to learn such adaptive similarity measures.  

Finally sparsity variant fusion of predictions from local and global similarity measures 

have been shown to offer quality recommendations. In parti cular the fact that local similarity 

measures suffice when the preference data is dense but overtaken in performance by global 

similarity links when preference data is scarce can be leveraged to fuse the recommendations 

from the two systems. We define sparsity not only for the overall system but also at the user 

and user-item level. We utilize these measures to suggest a fusion scheme tailored for each user 

and/or for each item to be predicted by estimating the apportionment of influence local and 

global similarity measures have on each prediction. 

We demonstrate the effectiveness of the proposed techniques through experiments 

performed on real world datasets.  
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Introduction   
   

"As long as the centuries continue to unfold, the number of books will 

grow continually, and one can predict that a time will come when it will 

be almost as difficult to learn anything from books as from the direct 

study of the whole universe. It will be almost as convenient to search for 

some bit of truth concealed in nature as it will be to find it hidden away in 

an immense multitude of bound volumes." 

                                             ïDenis Diderot, "Encyclopédie" (1755) 

 The dot com era also termed Web 1.0 of internet was characterized by static web pages doled 

out to users whose role was limited to searching for or reading the content. Though Internet 

applications such as emails, online retailing and banking etc. bloomed, there was little active 

communication or information flow between the producer and the reader of the contents on the 

web. Web 1.0 typically involved sites that were created and managed by distinct producers and 

used more or less passively by separable consumers. The latter not only did not produce the 

websites, but usually could not alter them in any meaningful way. Websites were cre ated by a 

few professionals who understood the technology and this phase of the Web evolution was 

appropriately termed Read -Only Web. The year 1999 marked the beginning of the Read-Write -

Publish era with notable contributions from sites like LiveJournal an d Blogger. The end-usersõ 

role evolved from that of information seekers to prosumers (consumers who also produce) of 

content [Ritzer, 2009] with the inception of several novel applications such as Facebook, Twitter, 

MySpace, Wikipedia etc. These sites empowered the users by allowing collaboration, sharing, 

and assimilation to bring about exchanges of ideas from many different perspectives in the form 

of text, photos, videos, and/or other multimedia components. Unfortunately the multiple 

channels of expression also meant production of massive amounts of data making it very 

difficult for people to process and prioritize. The fact that the scale of the web keeps expanding 

also does not help. According to the InternetWorldStats an estimated 2,095,006,005 people, who 
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constitute 30.2% of the worldõs population, access the internet. The growth in the users in the 

past 10 years is a mammoth 480.4%. This growing influx of users and content results in the 

information overload problem which refers to the reduction is a userõs capability to understand 

and make decisions in the presence of too much information. The enormity of the problem of 

information overload can be gauged from the fact that a physical disorder òInformation Fatigue 

Syndromeó is associated with anxiety and a reduced faculty for decision making when dealing 

with excessive amounts of information. This inability to cope with the growing content means 

that search and browsing, which require active participation, are not always the most practical 

or preferable ways of locating new and interesting content. The focus is therefore on a paradigm 

shift from òsearching for itemsó to òdiscovery of itemsó[OõBrien, J., 2006].  Web Personalization 

techniques fulfill this requirement and attempt to tailor the web experien ces for a user 

according to his preferences. The quote òIf I have 3 million customers on the web, I should have 

three million stores on the webó by Jeff Bezos, CEO of Amazon, conveys the essence of what 

web personalization is all about.  

Recommender systems are the most notable application of Web Personalization.  They 

are intelligent applications aimed at assisting users in a decision-making process when users 

don't have sufficient personal experience to choose one item amongst a potentially 

overwhelming se t of alternative products or services [Ricci et al., 2011]. Research on 

recommender systems has been going on for almost two decades now, but with the increase in 

the number of e-commerce applications, online users, vendors and increasingly complex 

product s and services, the demand for new intelligent recommendation techniques has also 

increased dramatically. 

 In the following sections we present a brief introduction to Recommender systems, 

collaborative filtering techniques and Evolutionary Techniques with  respect to the work done in 

the current work. A detailed overview of recommender systems is presented in Chapter 2.  

1.1 RECOMMENDER SYSTEMS 

Recommender Systems (RS) work by learning about user preferences proactively, and using 

this knowledge to generate recommendations for items which the user may not have 

experienced before. They have become fundamental applications in electronic commerce and 

information access, providing suggestions that effectively prune large information spaces so 
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that users are directed toward those items that best meet their needs and preferences [Burke, 

2002]. RS have become ubiquitous with their presence felt in varied fields from the conventional 

recommenders for books, CDs, music, (Amazon) movies (NetFlix , MovieLens) to mutual f unds, 

travel, e-learning, jobs and dating.  

 To realize the goal of delivering the right content to users at the right time, RS collect 

from their users their preferences, which can be expressed either explicitly (rating an item) or 

implicitly. The implici t preference can be deduced from the userõs browsing behavior. For 

example the time spent by a user on a productõs webpage can be presumed to be a sign of 

interest in the product by the user. Such preference information along with the user 

demographics, item details and past transactions involving preferences of other users can give 

rise to a varied set of recommendation techniques depending on the knowledge and data 

available to the RS. Accordingly RS can be classified into three broad categories: Collaborative 

Filtering, Content Based and Hybrid Algorithms.  

Collaborative Filtering (CF) systems tap into the òwisdom of the crowdó by 

recommending items to a user based on preferences of other òlike-mindedó users. Content 

based recommenders exploit item feature space to find items similar to the items that user has 

liked in the past. They view the recommendation problem as finding related items to a set of 

items. The narrow range of items on offer(Users who have read òJ.K.Rowlingó will be suggested 

books by the same author), combined with their inability to operate on complex domains with 

inadequate content descriptions restrict the effectiveness of content based RS as compared to CF 

techniques.  

 CF systems measure the like mindedness of a pair of users by comparing their 

inclination for items which they have evaluated. This degree of similarity is then exploited 

while selecting the set of users whose views influence the final recommendations. The similarity 

computation is thus an important step in the CF process. Traditionally several measures to 

approximate the taste similarity, such as Pearson Correlation Coefficient (PCC), Cosine 

Similarity(COS) etc [Adomavicius & Tuzhilin, 2005 ] have been proposed. However, the 

effectiveness of any CF algorithm is dictated by the system setup and the data features.  The 

merit of one similarity measure over the others has been argued in literature. However,  there is 

no consensus on a single measure which accurately reflects the closeness in tastes between users 

[Lathia et al., 2008] and consequently research or techniques for choosing a situation-dependent 
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RS framework is essential to support/avoid manual decision making. Adaptive RS methods 

[OõDonovan & Dunnion, 2004] which leverage on the performance differences and adopt 

diffe rent recommendation approaches in line with the current system setup is a step in this 

direction.  

In any recommender system, the number of ratings already obtained is usually very 

small compared to the number of ratings that need to be predicted. Effective prediction of 

ratings from a small number of examples is important [Adomavicius & Tuzhilin, 2005]. This 

presents a problem to traditional measures of similarity such as PCC and COS since they utilize 

the òlocaló information, i.e. the common set of expressed preferences for a pair of users. Such 

local similarity measures might adjudge users similar based on very little evidence or in many 

cases fail to estimate their closeness. Indirect similarity measures [Luo et al, 2008; DellõAmico & 

Capra, 2008] attempt  to overcome the disadvantage of local similarity schemes by attempting to 

connect users through other users either by utilizing already existing local links or by exploiting 

an existing social network. 

Indirect or global similarity measures are not only e ffective in enhancing the quality of 

recommendations but also are able to evaluate and predict user preferences for more number of 

items when the ratings space is scarce. However,  in the presence of sufficiently large ratings set, 

measures using the locally available ratings data are more effective [Luo et al, 2008]. Methods 

assigning different importance to appropriate prediction schemes under varying data scenarios 

attempt to extract the advantages of both techniques thus ensuring better recommendation 

quality under all circumstances.  

1.2  TRUST AND THE WEB BASED SOCIAL NETWORKS  

The social web is an open, global, distributed data sharing network similar to the world wide 

web  set except instead of linking documents, the Social Web links people, groups, companies 

and even concepts[OõDonovan, 2007]. Trust/distrust links between entities in this web is 

particularly relevant to RS and have been exploited in the past to aid RS [Golbeck, 2006; Victor, 

2010; DellõAmico & Capra, 2008]. RS have harnessed such trust statements between users to 

overcome several of its challenges such as malicious users[DellõAmico & Capra, 2008], 

sparsity[Massa & Avesani, 2007], cold start problem[Massa & Avesani, 2004] etc. Users on social 

network sites like Facebook, can add users known to them in their friends list and similarly 
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(sometimes) specify a block list. Similarly in E-Commerce sites such as Epinions, users can rate 

reviews of products written by other users. These actions of adding users to friend/block list or 

expressing rating for a reviewer can be considered as an expression of degree of trust/distrust 

on an entity. The trust and distrust links from the social network aid the CF process by allowing 

more users to be compared with respect to their similarity or dissimilarity.  Moreover , the 

concept of friend of friend can be exploited to expand the neighborhood base especially for 

users with a meager neighborhood set. Trust/Distrust based recommendations also offer the 

advantage of filtering out malicious users who attempt to i nfluence the system for gains (losses) 

[DellõAmico & Capra, 2008]. The advantages offered by trust and distrust information has been 

investigated separately [Massa & Avesani, 2007] or as a method to complement CF techniques 

in improving the recommendation quality [Victor, 2010; DellõAmico & Capra, 2008].  

However , when linking users transitively using the web of trust, the indirect trust 

computation loses its meaning especially over longer chains. One reason is may be the lack of 

distinction between trust i n an entity to perform a specific task or trust in his ability to furnish 

referrals for entities who perform the task well [ Jøsang, 2006]. When the trust or distrust in an 

entity is derived from evidence in the form of past transactions then the degree of trust or 

distrust derived may not be reliable due to the evidence space being meager or there being a 

high degree of disagreement as to the entityõs trust/distrust worthiness and thus may result in 

poor estimate of trust derived through transitivity.  

1.3  EVOLUTIONARY APPROACHES 

Genetic algorithms are a commonly applied technique for solving optimization and machine 

learning tasks in numerous application fields. Genetic algorithms base their operation on the 

Darwinian principle of òsurvival of the fittestó and utilize artificial evolution to get enhanced 

solutions with each iteration and it bases the search on chance. The intuition behind the success 

of Evolutionary approaches is explained as below by Golberg, 1983. 

 

   Intuitively, GAõs work in a manner somewhat similar to human innovation. What do we do 

when we innovate? We often take notions (partial ideas) that worked well once and notions 

that worked some other time, and we combine them to form new, possibly better ideas. In the 

same way, GAs reproduce the best old strings (ideas) and cross good substrings (notions or 
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partial ideas) to form new, possibly better strings in future generations. It is interesting to 

note that even the language we use when talking about innovations ð words like synergy, 

cross-fertilization, a useful interchange of views ð seem to support the GA strategy of 

emphasizing and recombining good notions. 

 

The GA process starts with a population of candidate solutions known as chromosome or 

genotype. Each chromosome in the population has an associated fitness and these scores are 

used in a competition to determine which chromosomes are used to form new ones [De Jong, 

1988].As the population evolves from one generation of chromosomes to a new population by 

using a kind of natural selecti on together with the genetics inspired operations of crossover, 

mutation and inversion[Mitchell, 1998], the solutions tend to approach the global optimum 

regardless of the topography of the fitness landscape. Genetic algorithms generally represent 

chromosomes as bit strings. Due to the limitations of a bit string representation various other 

chromosome representation techniques, which are more natural for the kind of optimization 

problem to be solved, have been employed. In this thesis we make use of real valued GA, 

Genetic Programming and Evolutionary Programs to learn and optimize various aspects of 

recommendation. Real valued GA follows  a represent a vector representation of the 

chromosome where each component is a floating point number. The real valued GA and the 

related operations are discussed in detail in Chapter 8. 

 Genetic programming, w hich was introduced by Koza, 1992, works on similar premise 

as that of GA but adapts the approach used in GA to search through program space in an 

attempt to find a p rogram which solves a predefined problem as accurately as possible. Instead 

of the bit string representation as in a typical GA approach GP represents each program as a 

variable length trees. A bit string representation for a program may not suffice due to  the 

variation in length of programs in the population and because a natural representation of 

programs as vector components is non trivial.  New candidate solutions in the form of programs 

are generated through operations such as crossover, mutation and selection. Evolution 

algorithms also work by mimicking the process of natural evolution and adaptation but they 

use a more natural chromosome representation according to the solution structure. 

  Previously approaches utilizing GA to assess proximity between  entities have been 

proposed in the area of RS [Min & Han, 2005; Ujjin & Bentley, 2003]. GA has been used to 

estimate the significance of each item in similarity computation for a user. Al -Shamri & 
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Bharadwaj, 2008 propose a better and efficient algorithm w hich exploits the content based 

features of items in the movie domain to narrow user preference representation according to the 

movie genres he is interested in and his demographic data. They then employ GA to learn the 

optimal influence that each of the condensed feature should have in the similarity estimation for 

each individual.  

1.4 THESIS OUTLINE  

This thesis focuses on three main issues 

Rigid Similarity Measures  ð The absence of guarantee of optimal performance of any single 

proposed similarity measure  under all data environments prompts us to base the similarity 

computation on techniques which are learnt from the data at hand. These learnt measures adapt 

their way of measuring similarity between different users according to the system features thus 

achieving optimal/near optimal performance not possible with any hand crafted similarity 

computation scheme. Chapter 4 outlines an approach to learn user similarity , by employing 

Genetic algorithm , based on comparison of individual hybrid user features. The u ser similarity 

is determined for each feature by learning a distance to similarity function for numeric 

attributes and a similarity table for symbolic discrete valued features. The rating for each item is 

then predicted as an aggregate of estimates garnered from predictors based on each attribute. 

Chapter 5 presents a two-stage process to assess user similarity, the first is to learn the optimal 

transformation function to convert the raw ratings data to preference data by employing genetic 

programming, and the second is to utilize the  preference values, so derived, to compute user 

similarity. The application of such learnt user bias  or user similarity derivation schemes  gives 

rise to adaptive similarity measures, i.e. similarity estimates that are dataset dependent and 

hence expected to work best under any data environment. 

Sparsity  ð The failure of local similarity measures in satisfactorily capturing proximity between 

entities under ratings sparsity encourages the use of indirect or global similarity estim ation 

schemes. The òindirectó here can either refer to users connected to each other through other 

similar users or connected to each other in a different context (trust links). We first explore the 

value addition provided by trust information derived from  a web of trust in enhancing the 

recommender quality. Chapter 5 details a referral -functional trust framework for  RS suggesting 
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different ways of modeling referral trust for a binary trust network and incorporating it  in the 

trust propagation scheme. This offers the twin advantage of meaningful trust derivation 

through transitivity and grading tie strength for edges in a binary trust network.  

A collaborative filtering framework based on computing user trust by exploiting 

functional and referral trust/distr ust information and user preference data is presented in 

Chapter 6. Multiple sources of opinions are utilized to populate the trust network. We also 

model the risk in relying on trust statements as a function of knowledge contained in the 

statement and the conflict in opinions about an entity and argue that pruning the trust graph by 

discarding risky and retaining reliable trust statements results in more accurate 

recommendations while not compromising on the coverage.  

Finally in the absence of additional i nformation about user relationships existing chain of 

locally connected neighbors can be utilized to connect users indirectly. Chapter 7 investigates 

several indirect/global similarity computation scheme based on local user/item graphs to 

estimate the similarity of tastes and we also investigate the appropriateness of the proposed 

techniques under differing data features . 

  

Fusion Schemes for Local and Global - A static fusion scheme to combine local and global 

predictions was proposed by [Luo et al, 2008]. The scheme was static since for all sparsity 

variations the influence of local and global predictions remained constant. In chapter 8 we 

present several sparsity measures which can be used to weigh local and global predictions. 

These sparsity measures not only vary the influence of the individual components according to 

the overall sparsity but also according to the lack of ratings at the user and item level. 

 

We conclude our thesis with Chapter 9 which summaries the major contributions of our work 

and list some pointers for future research. 
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  BACKGROUND   
   

òThe things you don't know you don't know is a much more 

interesting domainó 

- Cory Doctorow, The Taste Test 

We are surrounded by choices in our everyday lif e be it dozens of television channels, hundreds 

of products from catalogs, thousands of videos etc. The web in particular offers myriad 

possibilities- in addition to interactive documents there are conversations to join in and items to 

purchase [Terveen & Hill, 2001]. Unfortunately the human faculty for information processing 

and assimilation remains the same. Recommender systems help users to filter items which are 

interesting, novel, and serendipitous. They differ from the information retrieval systems si nce 

they retrieve objects matching user preferences without being queried thus supporting 

òdiscoveryó rather than òsearchó. The user profile observed and learnt by a recommender 

system acts analogous to queries expressed by users in an information retrieval system. The 

quote above conveys the enhanced filtering capabilities that recommender systems offers over 

traditional query based search. Recommender systems have emerged over the last several years 

as an important area of research borrowing from the disciplines such as data mining, machine 

learning, information retrieval, human -computer interaction, marketing and operations 

research.  

 Interest in recommender systems was further enhanced when Netflix announced its 

$1,000,000 prize competition in October 2006 that attracted over 20,000 participants from 167 

different countries who spent over three years before a winner was announced. In the following 

subsections we briefly review the various forms of input to RS and the types of 

recommendations received. We follow this by a discussion on the types of recommender 

systems and the various techniques of local and global similarity computation.  

  

Chapter 

2 



 

C
h

a
p

te
r 

T
w

o 

10 
 

Table 2.1 

User-Item preference matrix along with item based and user based attributes[Pazzani, 1999] 

 People Content  

 Karen Lynn  Jill Noodle  Shrimp basil 

R
e

s
ta

u
ra

n
ts

  
  
  
  
  
  
   

Kitima  - + - Y Y Y 

Marco Polo + + +  Y Y 

Dolce + - ?  Y Y 

D
e

m
o

g
ra

p
h

ic
s

 Gender F F F    

Age 15 17 10   

Area Code 714 714 714    

 Collaborative Profile                   Content Based Profile               Demographic Profile 

2.1  DATA ELICITATION  

Typically RS operate on a user-rating matrix to generate recommendations. This matrix 

generally represents the ratings bestowed by various users on the items they have experienced. 

Table 2.1 shows a user-item matrix (shaded in blue) for a restaurant recommender system. Here 

the rating or preferences expressed are binary. However,  some system may allow users to 

express degree of preference for an item. For e.g. MovieLens which is a movie recommendation 

system allows users to assign numerical ratings 1-5 to movies they have seen. Though such 

ratings allow users to directly express their likes (dislikes) explicitly, they may be considered 

intrusive since some CF systems require the newly registered users to rate some items apart 

from the popular ones in order to receive personalized recommendations from the system. This 

may act as a disincentive and may degrade the userõs experience. Implicit feedback techniques 

may infer user preferences from their browsing patterns thus allowing the systems to deduce 

more information about the inclination of a user for different items. Implicit ratings are likely to 

lead to greater density, since less effort is needed by the user [Herlocker et al., 2004] but they 
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often are less accurate than the explicitly specified ratings. Moreover , negative feedback cannot 

be gathered through such non-intrusive rating elicitation methods since users generally browse 

items they like. Depending on the type of RS other kinds of  data such as item features and user 

attributes such as age, occupation, country etc. can be operated upon to deduce future user 

preferences (Table. 2.1). 

2.2 RECOMMENDATION TYPES 

The goal of a system employing recommender system dictates the type of recommendations 

received. Herlocker et al., 2004, in a paper that has become a classical reference in this field, 

define eleven popular tasks that a RS can assist in implementing [Ricci et al., 2011]. The most 

commonly required recommendation tasks are [Ricci et al., 2011]; 

Find Some Good Items: Recommend to a user some items as a ranked list along with their 

predicted ratings. Several RS use this format of recommendations (Ringo  [Shardanand & Maes, 

1995] and the Bellcore Video Recommender [Hill et al. 1995]). 

Find all good items : Recommend all the items that can satisfy some user needs. This is 

especially true when the number of items is relatively small or when the RS is mission -critical, 

such as in medical or financial applications.  

 Annotation in context : Given an existing context, e.g., a list of items, emphasize some of them 

depending on the userõs long-term preferences. For example, a TV recommender system might 

annotate which TV shows displayed in the electronic program guide (EPG) are worth watching  

2.3   TYPES OF RECOMMENDER SYSTEMS 

Recommender systems were first introduced in the 90õs, when their role was limited combining 

inputs from users in the form of recommendations and directing them to appropriate recipients. 

Developers of Tapestry, which was the first recommender system, followed this approach. 

Tapestry was an electronic messaging system that allowed users to either rate messages (ògoodó 

or òbadó) or associate free text annotations with messages. Messages were stored in a database, 

and could be retrieved based not only on their content, but also on the opinions of others.  The 
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researchers coined the term òcollaborative filteringó [Goldberg et al., 1992] to describe such a 

system. However,  the recommendations provided by the system were manual sin ce users 

themselves identified people with similar tastes and specifically requested documents 

annotated by those people. The process of automating the selection and weighting of similar 

users by exploiting sets of usage patterns was proposed in subsequent works [ Shardanand & 

Maes, 1995; Resnick et al., 1994].  The collaborative filtering (social filtering) technique proposed 

in these approaches automated the process of "word-of-mouth" recommendations by 

determining a set of similar users and collating thei r views to recommend (or advise against) 

items.  The user for whom the recommendations are generated is termed the active user. Other 

sources of information such as item features, user attributes, trust links and tag annotations 

have been harnessed either individually or hybridized with CF to accurately guess user 

preferences. In the following subsections we briefly review the various alternative 

recommendation strategies that have been proposed in literature and subsequently discuss CF 

technique. 

2.3.1  CONTENT BASED FILTERING  

Content based recommenders construct the user profile based on the feature of items that a user 

prefers. The recommendations are then derived by comparing these preferred item features 

with the features of items available. The type of use profile derived by a content -based 

recommender depends on the learning method employed [Burke, 2002]. For example a content 

based RS for restaurants uses a structured representation by storing attributes of a restaurant 

such as cuisine, décor, budget etc. whereas for a news articles RS the data at hand is 

unstructured free form content, in which case the words in the text are themselves considered 

attributes. Decision trees, neural nets, and vector-based representations [Billsus & Pazzani, 

2007] have been used to represent the user profile. For example Personalized News (Google), 

newsgroup filtering applications (NewsWeeder) etc store the profile of keywords associated 

with items liked by a user. Content based filtering techniques have limited success compared to 

their collaborative counterpart due to its shortcomings;  

Requires Rich Description of Contents : Content based systems can be applied in domains 

having rich description of items. Whereas it is successful in domains having textual description 



 

C
h

a
p

te
r 

T
w

o 

13 
 

of items such as web pages, UseNet articles etc, it suffers from inadequacy of background data 

when dealing with media such as videos, images etc.  

No Filtering on Taste and Quality:  Two articles described by the same set of keywords would 

be equally recommended to a user even if one of them is good and the other is not 

[Adomavicius & Tuzhilin, 2005]. Similarly, w hile it would be possible to tell a lawyer joke from 

a chicken joke based upon word frequencies, it would be difficult to distinguish a funny lawyer 

joke from other lawyer jokes [ Billsus & Pazzani, 2007]. 

Narrow Range of Choices: Users are suggested items similar to what they already like which 

implies an absence of diversity in recommendations. 

New User Problem: A new user entering the system cannot be furnished with recommendations 

unless he expresses his preference on a minimum number of items. 

2.3.2 DEMOGRAPHIC FILTERING  

Demographic techniques form ôpeople-to-peopleõ correlations like collaborative ones, but use 

different data [Burke, 2002]. The user profile consists of user personal features such as age, 

occupation, pin code etc.  Users who fit into a similar demographic segment are then chosen to 

contribute to the recommendation for the active user. One of the most popular demographic 

recommender systems is the Lifestyle Finder [Krulwich, 1997]. It uses 62 predefined 

demographic clusters according to purchasing history, lifestyle characteristics and survey 

responses. Recommendations are obtained for the users by aggregating the preferences of users 

in the cluster he belongs to. The benefit of a demographic approach is that it may not require a 

history of user ratings of the type needed by collaborative and content -based techniques [Burke, 

2002]. However, they suffer from several challenges as well; 

 

Data elicitation : Gathering demographic user data may be an expensive and difficult task due 

to the reluctance of users in parting with personal information. Also researchers speculate that a 

large percentage of the demographic answers may be false (based on user suspicion of 

òmarketing questionsó) [Herlocker et al., 2004] . One of the solutions to this has been to extract 

demographic information from the homepages created by the users [Pazzani, 1999]  
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Gray Sheep Problem: People with unusual or esoteric tastes may not find sufficient overlap with 

any particular group of users.  

2.3.3 OTHER RECOMMENDATION TECHNIQUES  

Utility based recommenders offer suggestions based on a computation of the utility of each item 

for the user for whom a utility function is stored  [Manouselis & Costopoulou, 2007]. The utility 

function may be gathered using a dialogue between the system and the user, to infer the 

product features that the user emphasizes on. For example to recommend a bike, Personalogic , 

an e-commerce site, asks the user how important the bike features are, such as frame durability, 

weight etc. Tête-à-tête is another example of a utility based recommender system. The 

advantage of utility based recommender system is that it can take into account non-product 

features such as product reliability, delivery date etc. [Burke, 2002].  

 Knowledge based recommender systems[OõSullivan et al, 2002] use information about 

items and users in order to draw inferences about user requirements. They use functional 

knowledge i.e. how an item meets a particular user requirement to draw these inferences. 

Popular knowledge based recommender systems are the recommender.com and the Entrée 

system [Burke, 2002]. StumbleUpon system (www.stumbleupon.com) is another knowledge 

based recommender system which is part of the Social Web. Though knowledge based 

recommender systems can map user needs to products, it requires product domain knowledge 

which has to be stored and organized properly, thus requiring the services of a knowledge 

engineer. They however, do not suffer from the drawbacks such as new-user or new-item 

problem. Both, knowledge based and utility based recommender systems do not rely on a long 

term profile of a user unlike the other three strategies. 

2.3.4 COLLABORATIVE FILTERING  

Collaborative Filtering is based on our everyday practice of consulting our friends and 

acquaintances or reading reviews to help us with our routine, daily decisions such as which 

book to read, which movie to watch etc. The only difference is that instead of a maximum dozen 

opinions from our acquaintances, CF are able to harness thousands of opinions expressed by 

other users in the system.  
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Fig 2.1            User based CF Process [Konstan, J.A., 2006] 

 

CF relies on the fact that user preferences are stable and is based on the premise of òpeople who 

have agreed in the past tend to agree in futureó. CF has been successfully used in several 

popular recommender applications such as MovieLens, Amazon, Ringo etc. Among all 

recommendation techniques CF is the most popular.  

The CF systems are broadly classified into memory-based and model-based methods 

[Breese et al, 1998]. Model-based algorithms employ machine learning techniques to abstract a 

user model from the available preference data and use the learnt model for recommendations. 

Model -based recommender systems build a user-model in an off -line learning phase and then 

apply this model on -line for recommendation. User models can be generated using different 

machine learning techniques such as latent semantic analysis [Yu et al, 2004] clustering [Kim & 

Ahn, 2008], decision trees, neural networks[Billsus & Pazzani, 1998], and Bayesian 

networks[Breese et al, 1998]. Model-based CF algorithms are generally probabilistic in nature 

where the expected value of the rating is calculated. Model-based recommender systems have 

lower memory requirement and a rapid recommendation process but lack the accuracy of the 

memory -based algorithms. 
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Memory -based algorithms are heuristics based algorithms, which utilize the entire 

rating his tory to arrive at predictions. These include the commonly implemented class of user -

based and item-based CF methods. Memory based algorithms, which include the popular k -NN 

methods, employ lazy evaluation techniques and assess user pairs for their similarity at the time 

of prediction. Once a neighborhood set is formed, rating for the item in question is decided 

based on the ratings given by the neighbors. These algorithms are the most popular and are 

widely in use [Resnick et.al. 1994; Luo et al., 2008]. Memory based CF algorithms offer more 

accuracy since prediction computation happens in real-time and the effect of any new ratings is 

experienced instantaneously. However,  these algorithms donõt scale well, since they are 

memory intensive. The online computa tion of recommendations especially proves to be a 

bottleneck in online recommender systems, with millions of customers and items and 

thousands of recommendations to be made per minute. 

 In the past few years CF approaches have focused on leveraging the strengths of both 

the methods with many memory based algorithms relying on rigorous models and some model 

based algorithms improving their accuracy by examining the entire rating database [Koren, 

2008]. Memory-based and model-based approaches have been combined in [Al -Shamri & 

Bharadwaj, 2008] using a fuzzy-genetic approach that retains the accuracy of memory-based CF 

and the scalability of model -based CF. 

 The improved prediction quality combined with a clear structure and simplicity make 

memory -based algorithms the dominant method for generating recommendations. In addition 

to the increased accuracy offered by memory based algorithms, the recommendations obtained 

through memory -based methods can be more easily explained or justified to users than model-

based approaches. In addition new data coming in can be added easily and incrementally. The 

process of recommending items for an active user A, using memory based approaches 

comprises of three main steps; 

Similarity assessment:  Estimate similarity of A with all users in the database. Several 

approaches have been proposed in literature to accomplish this task [Resnick et al, 1994; Breese 

et al, 1998]. A detailed discussion on the various similarity schemes is presented in the next 

section. 
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Neighborhood formation : Selection of the appropriate subset of users on the basis of their 

computed similarity to the active user is a very important task. The most popular in this regard 

is the k-NN  approach which selects the k most similar users who have also rated the item to take 

part in the suggestion process. A disadvantage of this approach is that users with small degrees 

of similarity may also participate in the recommendation process thus hampering the quality. 

To overcome this problem several schemes impose a threshold on the degree of similarity that a 

user shares with A. If the similarity is below the preset threshold the user may not be in Aõs 

neighborhood. Though this ensures that the quality of neighbors is not compromised the 

number of neighbors may be highly restri cted. It can happen that in some cases there are no 

users satisfying the similarity requirement.  Several approaches advocate the selection of all 

users who are positively correlated to A irrespective of how small the similarity [ Desrosiers & 

Karypis, 2008] especially when the rating space is sparse.  

Generating recommendations: Based on the set of neighbors identified, their ratings for the item 

in question can be aggregated to estimate the rating that the active user will confer on the item. 

By far the most common approach to aggregate ratings as proposed by Resnick et al, 1994, for 

an item i  for active user u. 
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where kipr ,  is the predicted rating for user i  for item k, ir  is the mean rating for user i , jisim ,  

is the similarity between users i  and j , and N(i)  is the neighborhood of user i. Other alternatives 

to this approach may be to use weighted median and weighted mode approaches. A 

comparison of various aggregation methods is presented in [Garcon et al, 2009]. Once the 

ratings are predicted the recommendations can be presented in a form as required by the 

application. A list of items ranked by their predicted preference is generally presented to the 

user. 

 Though the discussion above was focused on generating user neighborhood a parallel 

approach from the item view point is also followed and has been applied successfully in one of 

the most successful RS , Amazon[Linden et al, 2003]. Item based techniques first analyze the 

user-item matrix to identify relationships between different items, and then use these 
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relationships to indirectly compute relationships between users [Sarwar, 2001]. Note here that 

even though content based RS also follow an item approach it differs from item -based CF which 

compares items on the basis of ratings given to them by the different users, whereas content 

based RS examine item contents for similarity assessment. Once similar items are identified, the 

recommendation is done by aggregating the ratings of similar items rated by the user.  

 It is impossible to decide the superior recommendation technique between user and item 

based CF, with any authority. However,  when number of users is greater than items then item 

based CF is more scalable while achieving a comparable accuracy w.r.t the user based 

techniques. Collaborative Filtering techniques have been the most widely used scheme for 

recommendations since they offer serendipitous choices as in Example 

2.1(http://www.moyak.c om/papers/collaborative -filtering.html).  

Example 2.1: Sally and Jane both enjoy herbal horticulture, yoga and collect antique tea pots, so 

they do have interests in common about which they can share information. Sally is also quite 

knowledgeable about Feng Shui and is a member of the Feng Shui Society. Jane might also like 

to learn about Feng Shui since both Sally and Jane have so many other shared interests. 

Due to their reliance on people ratings filtering by taste and quality is made possible whereas 

their independence on the content description means that they can be applied in any domain as 

 

Fig 2.2      Ratings Sparsity Challenge for Collaborative Filtering Systems[Konstan, J.A., 2006] 
                    
 
 



 

C
h

a
p

te
r 

T
w

o 

19 
 

long as personal preference information is available. The popularity of CF systems is mitigated 

by some of its challenges : 

 

Sparsity : The sparsity problem in Collab orative Filtering (CF) (Fig 2.2) refers to the scarcity of 

available user ratings which renders the estimation of similarity between most user/item pairs 

infeasible (Fig. 2.2). This happens since it cannot be determined whether the user did not 

evaluate an item because he did not like it or simply because he has not experienced it. Since the 

subset of items rated by any user is only a small fraction of the set of all available items the 

overlap in ratings between two users, which  is the foundation of many similarity judgment 

schemes, may be very little or nonexistent. There are other challenges related to the sparsity 

problem such as òCold startó which refers to the lack of data in the initial state and due to 

which appropriate  recommendations cannot be made. There are two shades of this problem, the 

new user and the new item problem [Adomavicius & Tuzhilin, 2005]. There have been several 

attempts to address the sparsity problem in the past and will be discussed later in the chapter. 

Scalability:  Scalability for memory -based CF is a challenge since all computations are 

performed at the prediction time. This can partly be solved by pre  computing the user 

similarities in the background and aggregating preferences at prediction time. Some of the main 

solutions to this problem have been based on model based techniques such as dimensionality 

reduction techniques. Billsus and Pazzani , 1998, employ singular value decomposition(SVD) of 

the original user ratings matrix is used to project user ratings and rated items i nto a lower-

dimensional space. Bell et al., 2007, present a scheme to improve the nearest neighbor approach 

which removes global effects from ratings data thus making entities more comparable, and 

chalk an approach to simultaneously derive similarity weigh ts between all pairs of entities. The 

method in addition to providing better recommendations than traditional similarity schemes 

also is very time efficient.  

 

Privacy:  Recommender systems operate by collecting user data and creating and storing user 

profil es in order to match them and find similar users. It has been argued that the richness or 

details of the user profile hugely influences the quality of recommendations received. However,  

a possible and valid concern that a user might have while parting with  personal, sensitive data 
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is that of misuse of the data for malicious purposes. Thus there exists a trade-off between userõs 

privacy and the quality of recommendations produced.  

 

Vulnerability to attacks:  Collaborative recommender systems are dependent on the goodwill of 

their users, i.e., there is an implicit assumption that users will interact with the system with the 

aim of getting good recommendations for themselves while providing useful data for their 

neighbors. However, users will have a range of pur poses in interacting with RSs and in some 

cases, these purposes may be counter to those of the system owner or those of the majority of its 

user population[Ricci et al, 2011].  Malicious users may enter the system with sole purpose of 

swaying user opinions  for or against an item [Al -Shamri & Bharadwaj, 2008]. Several proposed 

attack resistant CF approaches rely on trust scores derived from user social network in addition 

to ratings data in order to deduce predictions from trustworthy individuals [ DellõAmico & 

Capra, 2008]. 

2.3.5  HYBRID RECOMMENDER SYSTEMS 

Hybrid techniques operate by extracting the best of various recommendation techniques to 

enhance the recommendations obtained. Hybrid techniques [Balabanovic & Shoham, 1997; 

Pazzani, 1999] combine CF with the content based, demographic and other techniques to offer 

better quality and a higher number of predictions that any single technique. For example the 

new user problem present with user based CF and demographic filtering can be addressed by 

using the content based recommendation technique. A rich survey of hybrid recommender 

systems is presented [Burke, 2002]. 

2.4  LOCAL SIMILARITY M EASURES 

Similarity measurement between users plays an elemental role in both user-based and item-

based algorithms. Most similarity techniques only rely on the overlap of rating between a pair 

of users to estimate similarity and we term this approach ôLocal similarityõ. The most commonly 

used measurement techniques of the local similarity between users are the Pearson Correlation 

Coefficient [Resnick et al., 1994] and Cosine similarity [Breese et al., 1998] algorithms. Typically 

the similarity computation is based on finding the similarity between the rating vectors, 
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containing ratings of items in the system by different users.  Pearson correlation coefficient 

measures the degree to which a linear relationship exists between the ratings of a pair of users 

(x and y) and is defined as: 
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where Sxy is the set of items which users x and y have co-rated. Another popular similarity 

metric used for CF, the Cosine similarity  (COS)[Breese et al, 1998] is defined as; 

,
)()(

))((

),(
2

,
2

,

,,

ä

ä

Í

Í

--

--

=

xy
Si yiyxix

xy
Si yiyxix

rrrr

rrrr

yxcosine  (2.3) 

For item based CF the one of the most effective strategy for computing similarity is using the 

Adjusted Cosine  Similar ity(ACS)  [Sarwar et al, 2001], which takes the variation in user rating 

scale into consideration and is defined as follows; 
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The Spearman Rank Correlation is similar to PCC but the similarity is computed by finding 

correlation  between rank of items in the usersõ preference list rather than actual ratings 

[Herlocker et al, 1999]. Lathia et al, 2007, use concordance based methods to measure the 

association between a pair of users. The closeness among a pair of users is estimated based on 

the number of concordant, discordant and tied pairs of common ratings. When the preference 

information is binary i.e. like or donõt like an item, then the Jaccard coefficient which computes 

the similarity proportional to the number of items co -lik ed by the users is employed.  

 The similarity computed solely on the basis of commonly rated items may not be a good 

indicator of the actual affinity between the users. Weighing schemes, thus, factor in other 

parameters to scale the similarities up or down  to make the similarity derived more intuitive. 

For example, [Herlocker et al, 2002] report that it is common for the active user to have highly 

correlated neighbors that were based on a very small number of co-rated items. 
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These neighbors that were based on tiny samples (often three to five co-rated items) 

frequently proved to be terrible predictors for the active user. The more data points compared 

between two users, the more is the surety that the computed correlation is representative of the 

true correlation between the two users. [Herlocker et al, 2002] introduce a significance weighing 

scheme which applies a linear drop-off to correlations that were based on less than a certain 

threshold of number of items. [Candillier et. al. 2008] introduce several weighted similarity 

measures for user-based and item-based collaborative filtering. The method pro posed, uses 

Jaccard similarity as a weighting scheme and combines it with other similarity measures such as 

Pearson correlation coefficient to emphasize similarity of users who share appreciation on 

several items with the active users. This method differs from that proposed by [Herlocker, 2002] 

since the emphasis here is on item òcorated and likedó rather on items òco-ratedó. 

Other approaches propose assigning weights to items so that different items may be 

weighted according to their discriminative capabil ity. Variance-weighing schemes[Herlocker, 

2002] assign weights to various items proportional to variance in item ratings based on the 

Table 2.2 

Local  Similarity Measures and Extensions 

Local Similarity Computation  Representative Examples 

Comparison of Ratings 

PCC[Resnick et al., 1994], COS[Breese et al., 1998], 

Spearmen Correlation[Herlocker et al, 1999],  

Adjusted Cosine  Similarity(ACS)[Sarwar et al, 2001] 

Concordance-Discordance[Lathia et al, 2007] 

Significance Weighting 
Herlocker et al, 2002 , Candillier et. al. 2008, Ma et al., 

2007 

Item weighting schemes 

Variance Weighing[Herlocker et al, 2002],Learning Item 

Weights[Jin et al, 2004], Inverse User Frequency[Breese et 

al., 1998], Modified CF[Liu  et al., 2009] 

Rating Weighing scheme Surprisal Based Vector Similarity[Luo et al, 2008] 
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intuition that ratings for a controversial item i.e. an item having a wide range of ratings, 

captures the actual similarit y in shared preferences much more than popular or unpopular 

ones. A similar scheme for binary ratings domains w as presented by [Liu et al, 2009] who 

proposed scaling terms in similarity computation by the degree of object whose ratings are 

compared. There have been other item weighting techniques such inverse-user 

frequency[Breese et al, 1998], entropy[Kwon et al, 2009] etc.  Jin et al, 2004, propose an 

automatic item weighing scheme which creates a clustered distribution for user vectors in the 

item space by bringing users of similar interests closer and separating users of different interests 

more distant.  

 Luo et al., 2008, also propose, Surprisal Vector Similarity (SVS), to weigh different 

ratings differently while computing similarity but they propose a novel ratings transformation 

function, instead of item weighting. They exploited the fact that two users whose opinion about 

an item is contrasting to the average attitude about the item, but comparable to each other, can 

be deemed to be more similar, than users who go along with the popular opinion about the 

item. They stressed on the discriminative power of a rating by measuring its òsurprisaló, which 

carries information about how distinct a particular rating from the average rating for the item. 

The similarity between two users was computed as the vector space similarity between the 

usersõ surprisal vectors. Unlike item weighting schemes where the weight for each item was 

fixed, SVS focuses on weighting similarity in ratings according to their deviation  from the 

common ratings for an item. This means that the ratings for the same item can be weighted 

higher or lower depending on the users whose ratings are being compared and the weighting 

does not depend on how popular or unpopular a particular item is. Asymmetric similarity 

measures [Millan et al, 2007; Jin et al, 2004] which distinguish between two users when one 

userõs behavior is quite similar to the other but not vice versa.  

Spertus et al, 2005, report the results of experiments comparing performance of several 

similarity measures for suggesting online communities to users. Each similarity measure 

(possibly asymmetric) indicates how appropriate the related community r is as a 

recommendation for the base community b. 
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2.5 ADDRESSING  THE SPARSITY PROBLEM  

As discussed in subsection 2.1.4, collaborative filtering schemes are challenged by scarcity of 

ratings which impairs both the quality and quantity of prediction s. Though the quality problem 

(i.e. similarity computation on very few items) can be addressed to some extent by the similarity 

modification schemes as detailed in the previous section, methods to increase the coverage of 

the system are equally important in delivering a good user experience.  

 In this section we discuss schemes to expand the user neighborhood base beyond the set 

constructed using local similarity measures. This expansion is made possible by linking users 

who may not have expressed preferences on any common items. [Breese et al, 1998] propose 

default voting where a preset slightly n egative vote is assigned to items which do not have 

explicit votes. Good et al. employ an approach using the variety of different filterbotsñ

specialized content-analysis agents that act as additional participants in a collaborative filtering 

community. As a result, the users whose ratings agree with some of the filterbotsõ ratings would 

be able to receive better recommendations [Adomavicius & Tuzhilin, 2005]. Model based 

techniques such as SVD [Billsus & Pazzani, 1998] are less susceptible to the sparsity problem 

since they utilize an abstracted user model learnt from available rati ngs. Al-Shamri & 

Bharadwaj, 2008 leverage the genre information associated with each movie to propose user 

Genre Interestingness Measure(GIM) for all genres. This enables comparison of user interests 

for users who may not have watched the same set of movies but may be interested in the same 

genres. Advanced Belief network models which include extended logistic regression on Naïve 

bayes and tree augmented naïve bayes models are robust to sparsity problems than traditional 

schemes for computing similarity [Su & Khoshgoftaar, 2006]. A similarity metric, Generalized 

Cosine Max [Anand et al., 2007], computes user similarity by considering rating closeness on 

different items which are the mselves similar, i.e. it uses item similarity within the computation 

of user similarity.  

 A few approaches propose integrating predictions obtained in the past into the 

actual ratings data to deliver other predictions. A recursive algorithm [Zhang & Pu, 

2007] is proposed, which allows nearest-neighbor users to join the prediction process 

even if they have not rated the given item, by recursively predicting the scores for 
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neighbors who have not rated the item, and integrating it into the prediction for the 

active user.  

 A related work is proposed by Ma et al., 2007, who present a technique for predicting 

missing data in a ratings matrix for the entries which will positively influence recommendations 

for the active user. The final prediction process leverages on existing ratings information along 

with the entries updates using the algorithm to determine missing data, in order to make 

predictions for the active user. A similar approach is taken by [Piccart et al, 2010] who suggest 

propagating predictions for it ems based on the certainty of the prediction which is proportional 

to the size and variance of the neighborhood used for the prediction.  A disadvantage of these 

approaches which use previous prediction computations to compute future predictions is that 

these require pre computation of the missing entries before predictions for the active user is 

possible. 

 Other techniques to deal with sparsity can be broadly classified into hybrid algorithms 

and techniques exploiting transitive associations between users. While the former utilizes 

information from other information sources to boost the CF process the latter which are termed 

òglobal similarityó can be useful in the absence of such additional information about the 

entities. 

2.5.1  SUPPLEMENTARY INFORMATION SOURCES 

Hybridization of collaborative filtering with other filtering mechanisms such as item content or 

demographic data can lessen the problems due to sparsity either by enriching the user 

profile(demographic features) or by obtaining item prediction thro ugh other related item(item 

content). Data sources such as the item contents and demographic information [Melville et al, 

2002; Popescul et al, 2001] have been combined with collaborative filtering to enhance existing 

user data, and thus provide personalized suggestions.  

 The growing popularity of social networks and the wealth of interpersonal relationships 

inferable from them have resulted in the utilization of these social links, in the form of trust and 

distrust relations, to extend the number of users who can collaborate. In fact both recommender 

systems and social networks are mediums through which users can interchange useful 

information and have been used in the past to aid each other. Recommendation algorithms can 

be used to search for potential friends and social network links can be used to form 
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relationships between users not sharing any co-rated items. This bidirectional effect of trust and 

rating has been demonstrated in [Matsuo & Yamamoto, 2009] and shows a strong correlation 

between the two quantities i.e. the preference information of a userõs trusted neighbors strongly 

matches with his preferences and tastes. A wide range of methods have been presented in the 

past exploiting trust and distrust information in the CF process  [DellõAmico & Capra, 2008; 

Victor, 2010; Massa & Avesani, 2007; Golbeck, 2006]. 

 An important component of many of the services, under the Web 2.0 label, is social 

tagging; giving the users the power to describe and categorize content for their own purposes 

using tags. Tags are keywords that describe characteristics of the object they are applied to, and 

can be made up of one or more words [Bogers, 2009] and are freely coined by users without the 

constraint of choosing from a set of keywords available. Tags are different from content 

description of items since they are coined by users and not by experts. Hence they are lower-

cost alternative to expensive taxonomies and classification systems that require experts to 

develop controlled vocabularies and hierarchical systems. Mor eover, they capture the rapid 

changes in the popular world when terms and concepts change and evolve. This means that an 

item can be described by different keywords by different users thus giving rise to a three 

dimensional user-item-tag relationship. Simi lar to the relationship between CF and trust data, 

CF and tagging systems can help each other. Several approaches propose using CF techniques 

to suggest tags to user [Jäschke et al., 2007; Xu et al., 2006]. On the other hand the three way 

relationship betw een user, item and tags have been exploited to derive user-user(users tagging 

with same tags are similar) as well as item-item(items tagged the same keywords are similar) 

relationships thus enhancing the connections that can be derived and improving 

recommendations[Karen et al, 2008; Szomszor et al., 2007].  

 A  novel approach to alleviating sparsity involves transferring user -item rating patterns 

from a dense auxiliary  ratings matrix in other domains to a sparse rating matrix in a target 

domain. Li et al, 2009, present such a transfer framework which even connects domains whose 

users may not overlap. The ratings from the auxiliary  matrix are compressed into an 

informative and compact cluster -level rating pattern representation which is then used to 

reconstruct the target rating matrix. Pan et al., 2010 also present a similar transfer learning 

scheme which propose a principled matrix factorization based framework named as coordinate 

system transfer (CST) for transferring both user and item knowledge from an au xiliary domain  
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2.5.2  GLOBAL SIMILARITY M EASURES 

Global similarity measures explore the transitive correlation between users by considering two 

entities similar if they are both similar to a set of common entities. Lee et al., 2004, propose an 

approach to capturing transitive similarity between users termed discovery hidden similarity 

(DHS). The similarities are captured not only through movie ratings but also through user 

similarities. Though DHS is able to capture more user connections it is able deduce relationship 

between users separated by a single intermediate user only. A similar approach for items is 

suggested by [Nanopoulos, 2007] who propose algorithm to find highly correlative items and 

provides effective recommendations by adapting to user prefer ences. A pruning criteria is also 

developed which helps save computational effort.  A novel collaborative filtering approach 

[Desrosiers & Karypis, 2008], computes global similarities between pairs of items and users, 

based on the solution to system of linear equations relating user similarities to item similarities. 

This approach helps make accurate predictions in the presence of sparsity and also allows 

incorporation of content -based features in the overall similarity computation between users. A 

graph-theoretic approach to collaborative filtering, which used the concepts of horting and 

predictability was pro posed in [Aggarwal  et al, 1999]. This algorithm did not estimate indirect 

similarity between users but rather based its predictions on items connected through users.  

This algorithm, which is a one of the key engines of Intelligent Recommendation Engine 

developed by IBM Research, enables users to participate in the prediction for an item even if 

they do not share common experiences with the active user.  

 There have been several proposed approaches which view the data as a bipartite graph 

where the nodes are users and items and an edge between a user u and item i exists if and only 

if user u has experienced item i. These algorithms view the graph as representing a stochastic 

process and employ random walk based algorithms to rank items according to user preference. 

For example [Fouss et al., 2007] uses the ôôaverage commute timeó and the ôôaverage first 

passage timeó between two nodes as similarity measure between two users/items represented 

by the nodes. A similar approach [Yĕldĕrĕm & Krishnamoorthy, 2008] proposes a random walk 

based approach infer correlations between items based on item graphs. 

 A global similarity scheme based on the notion of distance in a graph was presented by 

[Luo et al. 2008] who computed the global similarities between users as a maximin distance 

between any two nodes in a user graph. The user graph is a graph with nodes as users and 
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connection between a pair of nodes weighed by their local similarity i.e. similarity based on set 

of commonly rated item. Global similarity was shown to work well when data was scarce and 

local similarity was effective under reasonably dense data environments. Hence a fusion of 

predictions using local and global similarity was shown to outperform individual methods 

under all sparsity scenarios. 

 In addition to being a supplementary source of information regarding user links trust 

also facilitates deriving relationships through transitivity . This enables broadening the 

relationships by exploiting the friend of a friend links.  SOFIA [DellõAmico & Capra, 2008] is a 

recommendation algorithm which evaluates a user on his ôintentionõ and ôcompetenceõ and aims 

at seeking recommenders who are reasonably well intentioned as well as competent. Such an 

evaluation is performed based on trust and ratings data. Jamali et al, 2009, propose a set of 

methods for inferring user similarity, the first one based on a Random Walk on trust networks 

which also considers user similarity and the second combining collaborative filtering and trust 

based approaches for Top-N recommendations, conclude that the combined approaches 

outperform CF approaches based only on ratings data. 

2.6 EVALUATION M ETRICS 

Recommender systems offering predictions are usually evaluated by dividing the ratings data 

into a training and test set. The training ratings are assumed to be ratings already available to 

the system(background data) and the test ratings are treated as ratings made by users in the 

futu re. The system is then asked to predict ratings of items in the test set and the accuracy of the 

algorithm is proportionate to the correctness of predictions with respect to the ratings in the test 

set. In this thesis we measures prediction quality through  prediction accuracy metrics 

(MAE,RMSE), classification accuracy metrics(Precision, Recall, F-measure) and Coverage. 

2.6.1 PREDICTION ACCURACY M ETRICS 

We employ two accuracy metrics namely Mean Absolute Error(MAE) and Root Mean Squared 

Error(RMSE). MAE measures the average absolute deviation of the predicted rating of an item 

from the actual rating for the item. Let S be the set of items in the  test set, prk be the predicted 
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rating for the kth rating in the test set and rk be the corresponding actual rating, then MAE is 

defined as; 
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Alternatively the MAE can also be defined per user and the user MAEs can be averaged 

(Herlocker et al., 2004). The MAE (ui) for the active user ui is as follows: 
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where Si is the set of the test ratings set of user ui. The overall average user MAE (UMAE) for N 

users is then defined as; 
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A smaller value of MAE signifies better prediction quality. A related accuracy metric is the 

RMSE which squares the error before summing them and is defined as; 
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Aveage User RMSE (URMSE) can be defined in a similar fashion as average user MAE (Eq. 2.6 

and 2.7). Whereas the MAE weighs the individual differences equally, RMSE gives relatively 

high weight to large errors. It is useful when large errors are particularly undesirable. It has 

been demonstrated in a recent study that a small difference in RMSE can lead to a very 

significant improvement when ordering items by their predicted pre ferences [Koren, 2008]. 

2.6.2 CLASSIFICATION ACCUR ACY METRICS  

When preferences are binary i.e. when the task at hand is to guess if a user will or wonõt like an 

item, then classification metrics such as precision and recall are used to evaluate the 

perform ance of a recommendation algorithm. Precision estimates the proportion of useful 

recommendations among all items recommended to the user and is defined as; 
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,
s

us

N

N
recisionP =  (2.9) 

where Nus is the number of useful items which are selected and Ns is the number of items 

selected. Recall represents the fraction of useful items selected from among the number of 

actual useful items and is defined as; 

,
u

us

N

N
callRe =  (2.10) 

where Nu  is the number of useful items. Generally, precision and recall are inversely related 

and are dependent on the length of the result list. One of the primary challenges to using 

precision and recall to compare different algorithms is that precision and recall must be 

considered together to evaluate completely the performance of an algorithm. This is achieved 

by the F-measure which combines recall and precision by computing their harmonic mean.  
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2
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+
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2.6.3 COVERAGE  

The total coverage of the system is the percentage of predictions that a recommendation 

algorithm is able to achieve. High coverage corresponds to being able to predict opinions about 

more number of items and is defined as; 

,
N

p
Coverage i=  (2.13) 

Here Coveragei is the coverage for the i th recommendation algorithm, pi is the number of 

predictions so obtained, and N represents the number of unknown ratings to be predicted.  
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LEARNING SIMILARITY MEASURES USING 

EVOLUTIONARY ALGORITHMS  
    

Collaborative Filtering techniques offer recommendations to us ers by leveraging on the 

preferences of like-minded users. The effectiveness of a memory based collaborative filter thus 

relies highly on similarity measures to determine proximity between two users. However, most 

of the previously proposed measures of user similarity are heuristics based and thus are not 

guaranteed to work well under all data environments. We propose a method employing 

Evolutionary algorithm to learn user similarity based on comparison of individual hybrid user 

features. The user similarity is determined for each feature by learning a distance to similarity 

map for numeric attributes and a similarity table for symbolic discrete valued features. The 

rating for each item is then predicted as an aggregate of estimates garnered from predictors 

based on each attribute. 

3.1    LEARNING SIMILARITY M EASURES 

Measures of similarity such as PCC [Resnick et al, 1994] and CS [Breese et al, 1998] are hand 

crafted and their performance is often dataset dependent. Since the measures of similarity are 

used as weighs in determining the extent to which a user contributes to the prediction, the idea 

of learning such weights seems to be promising, since the weights learnt are adaptive, dataset 

dependent and should result in optimal/near optimal performance. There  have been a few 

attempts at learning user similarity from the given dataset. Machine learning techniques have 

been employed to learn similarities between entities in different domains such as [Torres et al., 

2005] for content-based image retrieval,  [Oren, 2002] for information retrieval and [Stahl & 

Gabel, 2003] for case-based reasoning systems. Cheung and Tian, 2004, propose to learn the 

optimal weights representing user similarities as well as the user bias, which removes the 

subjectivity from the ratin gs, in order to minimize a criterion function. Using gradient descent, 

the weights and user biases are updated and the process iterates till they, converge. A bi-

Chapter 

3 



 

C
h

a
p

te
r 

T
h

re
e 

32 
 

directional similarity metric computation technique [Cao et al, 2008], learns the similarity 

between users and items simultaneously by employing matrix  factorization. A model -based 

technique [Bell et al., 2007] derives weights for all user-user/ item -item coefficients with the 

objective of minimizing a quadratic cost function. A related work [Jin e t al., 2004] applies 

optimization techniques to learn significance weights for items for clustering users according to 

their preferences. 

 We propose a different approach to measuring the closeness between the tastes that two 

users share, by learning their similarity based on comparison of hybrid user attributes. The 

hybrid user featu res [Al -Shamri & Bharadwaj, 2008] allow us to construct a user profile by 

examining the item contents that the user has preferred thus supporting òcollaboration via 

contentó [Pazzani, 1999]. Such content-based features are then pooled with demographic user 

data to give a compact and hybrid set of features. The use of hybrid feature, instead of user 

ratings, offers the twin advantage of a compact user profile representation and f actoring in 

preference, content-description and user demographic information in the similarity estimation. 

Each attribute is treated as an independent predictor, thus allowing the feature to influence 

utility of an item for the active user. A distance -to-similarity function or a similarity table is 

learnt for each attribute depending on if the attribute is numeric or symbolic respectively. The 

predictions from each of the feature-level predictors are aggregated to give the final predictions.  

 In the subsequent sections we discuss the construction of a user profile based on hybrid 

features, the technique of learning the similarity for each feature and the proposed 

recommendation framework.  

3.2   HYBRID USER FEATURES 

To assess the similarity between users we intend to use hybrid user attributes as was proposed 

in [Al -Shamri & Bharadwaj, 2008]. Such a hybrid user model lends the advantage of reduced 

feature space thus reducing the time complexity of learning attribute -wise similarity measure. 

In the movie domain , each movie can belong to one or more than one genre. In particular 

MovieLens defines 18 movie genres. The inclination of a user towards a particular genre can be 

evaluated by examining the set of movies belonging to a particular genre, which a user has 

highly rated.  
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The degree to which a user prefers a genre is captured through GIM (Genre Interestingness 

Measure). The GIM for a genre Gj for a user ui is defined as  

 (3.1) 

where RGR(I,j) denotes the relative genre rating and MRGF(I,j) denotes the Modified Relative 

Genre Frequency as discussed in in [Al-Shamri & Bharadwaj, 2008]. The GIM measures are 

computed for each of the 18 genres for a user giving rise to 18 content-based features. A pair of 

users can be considered similar not only if their preferences are similar but if th ey belong to the 

same demographic segment. To enrich the user profile, it is augmented with the available 

demographic attributes such as user age, occupation, gender and state to give a set of 22 hybrid 

features. Hence the user profile which initially cons isted of the ratings of a large number of 

movies is squeezed to give a compact user profile, which involves content-based and 

demographic features as well. Fig.3.1 shows the structure of a compact hybrid profile for an 

example user Alice. 

3.3 LEARNING SIMI LARITY FUNCTION BY FEATURE COMPARISON  

Traditionally defined similarity measures such as PCC and CS, treat all attributes (item ratings) 

similarly while trying to evaluate user closeness. This may not truly reflect the contribution of 

each attribute towards the similarity.  For example, if we consider the attribute GIM Comendy, 

which reveals the degree of interest of any user in genre òComedyó. It is possible that the 

predictions using this attribute alone gives best performance when all users who have shown 

interest in the genre are weighed equally, rather than weighing them by their degree of interest 

in the genre, i.e. the fact that the user òhas likedó the genre is more important than òhow muchó 

,
),(),(

),(),(2
),(

jiMRGFjiRGR

jiMRGFjiRGRnf
jiGIM

+

³³³
=

Hybrid User Profile (Alice)  

Age Gender Occupation 
Genre Interestingness Meausre (GIM) 

Action  Comedy é Romance 

26 F Student 0.21 0.03 é 0.43 

Fig 3.1          Compact User Model with hybrid fea tures[Al -Shamri & Bharadwaj,2008] 
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he has liked it. Whereas for another genre, say romance, a small difference in the GIM values 

may imply a large reduction in the actual similarity between two users.  Moreover, traditional 

similarity measures cannot be easily extended when symbolic attributes such as occupation, 

gender, state etc are involved.  When symbolic attributes are involved then two users are 

considered similar only if they have the same value for that attribute, thus leading to a coarse -

grained approach to similarity computation. In real life, however, a person with occupation 

òteacheró and òstudentó may be quite similar in their tastes. 

 To overcome all these shortcomings we adopt a different approach by viewing each 

feature as a means to compute predictions for the user, learning an optimal similarity function 

for each attribute and aggregating the predictions so obtained for the final estimated prediction. 

The feature set consists of numeric attributes (GIM1,..,GM18, Age) and symbolic attributes 

(Occupation, State, Gender).  A precise representation of the similarity function depends on the 

data type. The similarity function representation discussed below follows from [Stahl & Gabel, 

2003]. 

3.3.1 SIMILARITY FUNCTION REPRESENTATION FOR SYMBOLIC ATTRIBUTES  

Representing a similarity function, based on symbolic attributes which can assume a fini te 

number of values, is possible by enumerating the similarity between each possible pair of 

values. Hence a similarity table is the most natural representation of such a function.   

Definition 1 (Similarity Table)[  Stahl & Gabel, 2003] Let A be a symbolic attribute with the 

value range Arange = (v1, v2, . . . , vn). An n × n-matrix with entries, si,j  ɴ[-1, 1] representing the 

similarity between users ua and ub with ua(A) = vi and ub(A) = vj is called a similarity table for 

Arange. 

3.3.2 SIMILARITY FUNCTIO N REPRESENTATION FOR NUMERIC ATTRIBUTES  

A similarity table approach for numerical attributes is not feasible since the number of values 

they can assume is (possibly)infinite and also since some features are not discrete. A more 

appropriate function would o perate on the tuple (XAttribute1, Y Attribute1) where X and Y are two 

users. The ordering of numeric attributes can be exploited to define a difference based similarity 
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function, in order to reduce the dimension of similarity measures from two to one, i.e.  we define 

similarity measure as a function as sim(|X Attribute1 - Y Attribute1| ) instead of sim(XAttribute1, Y Attribute1). 

Definition 2 (Difference -Based Similarity Function) [Stahl & Gabel, 2003]  Let A be a numeric 

attribute with the corresponding value range Arange. Under a difference-based similarity function we 

understand a function simA : R Ƃ [-1, 1] that computes a similarity value simA(ȃ(a1,a2)) = s based 

on some difference function ȃ : Arange×A range Ƃ R. 

 The difference function ȃ used here is the absolute difference between the attribute 

values ie: ȃ(a1,a2) = |  a1-a2| . Note that the defin ition for similarity table as well as distance 

based similarity function is slightly altered from [Stahl & Gabel, 2003] such that the similarity 

values lie in the range [-1,1]. This is to deter users whose values for the particular attribute are 

far apart in terms of preferred items, from contributing to each otherôs prediction. Fig 3.1 

illustrates an example of Difference based similarity function.  

3.4 EVOLUTION PROGRAMS  TO LEARN SIMILARITY FUNCTION  

Although traditionally genetic algorithms represent indiv iduals by bit strings, such a 

representation poses challenges, such as slow convergence in applications involving large 

number of parameters, encoding constraints and the inadequacy while representing real 

numbers. These limitations of traditional genetic algorithms prompt us to seek a more natural 

representation of chromosome. An alternative approach avoiding the described problems of 

traditional genetic algorithms, are so -called evolution programs  [Michalewicz, 1992]. The idea 

of this approach is the usage of more sophisticated data structures and the application of 

appropriate genetic operators, while still exploiting the evolutionary principle of the traditional 

genetic algorithm approach [Stahl & Gabel, 2003]. We use evolution programs to learn the 

simi larity measures for all attributes. The chromosome representation for both numeric and 

symbolic data is presented below followed by a discussion on the genetic operators. 
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Table 3.1                            Example of similarity table for a symbolic att ribute               
                                                                 (Occupation) 

 Teacher Student  Programmer Engineer 

Teacher 1 0.83 0.52 0.37 

Student  0.83 1 0.22 0.42 

Programmer 0.52 0.22 1 0.91 

Engineer 0.37 0.42 0.91 1 

 
 

ȃ Sim 

0 1 

0.2 0.7 

 0.4 0.7 

0.6 0.3 

0.8 -0. 

1 -1 

(a) 
 

ȃ Sim 

0 1 

5 0.7 

10 0.3 

15 -0.15 

20 -0.4 

25 -0.8 

(b) 

Fig. 3.2      Similarity Vector Based on Uniform Sampling for (a) GIM   (b) Age  

3.4.1 CHROMOSOME REPRESENTATION FOR SIMILARITY TABLE  

Each individual I is represented by a matrix of floating numbers, in the range [ -1,1], of size n x n 

where n is the number of distinct values taken by the attribute and I(a,b) represents the 

similarity between attribute values ôaõ and ôbõ.  Table 3.1 displays a similarity table for the 

occupation attribute. Note that such a similarity table can be defined for symbolic attributes 

which can assume a finite predefined set of values. For the MovieLens dataset only the 

occupation and state attributes are symbolic the rest being numerical. No similarity function 

needs to be learnt for the gender attribute since it is binary (ôMõ or ôFõ). Other datasets may 

contain a richer set of demographic features consisting of other symbolic attributes (Religion for 

example) and a similarity table can be used to represent the similarity function for each such 

attribute.  

3.4.2 CHROMOSOME REPRESENTATION OF D IFFERENCE BASED SIMILARITY FUNCTION  

The similarity function for numeric attributes can be approximated by a similarity vector, which 

provides similarity values corresponding to a fixed number of distance values.  
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Fig 3.3   Construction of  similarity vector for numeric attributes   

 

The distance to similarity mapping for a value not available directly in the vector can be 

computed through a linear interpolation.  

 

Definition 5.6 (Similarity Vector) [Sta hl and Gabel, 2003] An individual I representing a 

similarity function simA for the numeric attribute A is coded as a vector I

AV  of fixed size s. The 

elements of that similarity vector are interpreted as sampling points of simA, between which the 

similarity function is linearly interpolated. Accordingly, it holds for all i  ɴ{1, . . . , s}: I

Av = ( I

AV )i 

 ɴ[-1, 1]. 

 é Age é 

U1 é 25 é 

U2 é 18 é 

U3 é 15 é 

U4 é 13 é 

U5 é 62 é 

(a) Age values for 5 users 

 U1 U2 U3 U4 U5 

U1 0 7 10 12 37 

U2 7 0 3 5 44 

U3 10 3 0 2 47 

U4 12 5 2 0 49 

U5 37 44 47 49 0 

(b) Pairwise distance  - ὟὭȟὟὮ 

ȃ Sim 

0 é 

2 é 

4.5 é 

7 é 

11 é 

44 é 

49 é 

(d) Dynamic Sampling 

points 

Range Actual 
Range 

Freq  Normalized 
Freq 

0-9 2-7 4 3 

10-19 10-12 2 1 

20-29 NA  0 0 

30-39 37 1 0 

40-49 44-49 3 2 

(c) Frequency Table: 5,49 == smaxDiffAge  
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3.4.3 CHOOSING SAMPLING POINTS  

A question that arises is that given a fixed size of the similarity vector how should the sampling 

points (for distance) be determined? Uniform Sampling is the simplest since it distributes 

sampling points uniformly over the range of values taken by the attribute. A chromosome 

representation using similarity vect or based on uniform sampling is shown in Fig. 3.2. While 

Fig. 3.2(a) represents a similarity vector for a GIM value in the range [0, 1], Fig. 3.2(b) represents 

the similarity vector for age attribute where the maximum difference in age is 25.  

 Dynamic sampling improves over uniform sampling by choosing the sampling points 

from an interval depending on the number of difference values that fall in the interval, gauged 

from the training data. For a numeric attribute A, with values in the range ],[ AA maxmin  the 

distance values will fall in the range ],0[ AA maxDiffRange =  where AAA minmaxmaxDiff -= . 

ARange  is divided into s1 equal sub ranges such that  
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(3.2) 

We next compute the pair wise distance between attribute values for the feature in question, for 

all user pairs and note the sub range into which these differences fall and their frequency.  We 

refer to the number of values which fall in the sub range i

ARange  as i

AFreq . Fig. 3.3 details this 

process for N= 5, where N is the number of users, and number of subranges 5.  Note here that 

we impose the restriction that similarity computed through tables or vectors must be 

symmetric, so while counting the frequency of distance values w e consider the difference value 

between user pairs only once, i.e. only the upper or lower triangular matrix is considered. Also 

note that niuu i

A

i

A ¢¢"= 1,0),(d , where n is the number of users. Hence these are not 

counted. An example of determining the co ncentration of distance value is illustrated in 

Fig. 3.3(c).   
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Alice 

 

 

Brenda 

(a) 

 

 

 

 

Alice 

 

 

Brenda 

 

  

  (b) 

Fig 3.4  Mapping attributes values to similarity for  

 (a) Symbolic attribute (Occupation) (b) Numeric Attribute( GIMComedy) 

 

  

 Teacher Student Engineer Doctor 

Teacher 1 0.83 0.52 0.37 

Student 0.83 1 0.22 0.42 

Engineer 0.52 0.22 1 0.91 

Doctor 0.37 0.42 0.91 1 

ȃ Sim 

0 1 

0.1 0.86 

0.15 0.73 

0.18 0.54 

0.3 0.28 

0.56 -0.15 

1 -1 

 

5.0
=

Comedy

GIM

 

 Occupation=έDoctorέ 

 Occupation=έTeacherέ 

Sim(Alice, Brenda)= 496.0
)18.03.0(

)54.028.0(
)18.02.0(54.0 =

-

-
³-+  

Sim(Alice, Brenda)= 0.37 

ʵ  =  0.5-0.3 = 0.2 
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While constructin g the list of sampling points the first and the last sampling point will be 0 and 

AmaxDiff respectively and hence our goal is to determine the rest of the 2-s  sampling points. 

We do so by first normalizing the frequencies to  the range 0 to 2-s  . 

This is done using the formula  

ö
ö

÷

õ

æ
æ

ç

å

-³

-³
=

)1(

)2(2

NN

sFreqx
floorFreqNormalized

i
Ai

A  (3.3) 

 Since N is the number of users the quantity 
2

)1( -³NN
  is the number of pair wise 

differences used to determine the frequency of the values.  The number of pair wise differences 

for the example in Fig. 3.3 is 10. The actual range of difference value in each sub range is also 

noted. Equidistant sampling points are then chosen from each actual range where the number 

of sampling points is computed using Eq. 3.3. Note that because of the rounding (floor) in Eq. 

3.3 the actual number of sampling points may be less than s(In Fig. 3.3 the number of sampling 

points computed is 7 which is less than s=10). After the first round of com puting sampling 

points the remaining are chosen using a roulette wheel scheme where sampling points are 

chosen randomly so that the probability of choosing a sampling point from a range is directly 

proportional to its frequency.  Fig. 3.4 illustrates the p rocess of finding similarity between 

symbolic and numeric attributes using similarity table and vector respectively.  

3.4.4 FITNESS FUNCTION  

A fitness function quantifies the optimality of a chromosome and guides the process towards 

achieving its optimizati on goal by allowing fitter individuals to breed and thus hopefully 

improve the quality of individuals over the generations. The fitness of a similarity function 

represented as a table or a vector needs to be measured by the prediction accuracy offered by 

the selection and weighting of users according to the similarity function. To evaluate the fitness 

of chromosomes representing similarity functions, the training data for the user is divided into 

training and validation sets. The training data is utilized t o build user neighborhood and 

prediction, whereas the validation set is used to learn the optimal similarity function by 

allowing the GA to search for the best similarity table/vector which leads to the least average 

prediction error for the validation set .  The fitness of a similarity vector/table for an attribute A, 

is obtained by computing the average prediction error for the validation set, where the 
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prediction is performed by constructing the neighborhood for the active user based solely on 

similarity of attribute A. The fitness function for an individual I based on attribute A is defined 

as; 

where V is the set of all ratings in the validation set, ra,i is the actual rating for item i by the user 

a, and 
I

Aiapr ,  is the predicted score for the active user using similarity vector/table represented 

by the individual I based on attribute A. 

 

 Teacher Student Engineer Doctor 

Teacher 1 0.83 0.52 0.37 

Student 0.83 1 0.22 0.42 

Engineer 0.52 0.22 1 0.91 

Doctor 0.37 0.42 0.91 1 

Chromosome 1 

 

 

 

 Teacher Student Engineer Doctor 

Teacher 1 0.89 0.415 0.405 

Student 0.89 1 0.27 0.53 

Engineer 0.415 0.27 1 0.53 

Doctor 0.405 0.53 0.53 1 

Arithmetic Crossover  

 

Fig 3.5  Arithmetic and Row Crossover for Similarity Table  

3.4.5 GENETIC OPERATORS  

To maintain the genetic diversity of the population through generations, it is desirable to 

generate new individuals from the ones in the current generation. Crossover and mutation a re 

äÍ -=
Vi

I

Aiaia
I
A prr

V
fitness ,,

||

1
 (3.4) 

 Teacher Student Engineer Doctor 

Teacher 1 0.95 0.21 0.44 

Student 0.95 1 0.32 0.64 

Engineer 0.21 0.32 1 0.15 

Doctor 0.44 0.64 0.15 1 

Chromosome 2 

 Teacher Student Engineer Doctor 

Teacher 1 0.95 0.21 0.44 

Student 0.95 1 0.22 0.42 

Engineer 0.21 0.22 1 0.91 

Doctor 0.44 0.42 0.91 1 

Row Crossover 

Crossover 
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the two most common genetic transformations. Crossover works by letting a pair of 

chromosomes exchange meaningful information to create two offspring, while mutation 

involves a random manipulation of a single chromosome to create to a new individual. Th e 

discussion on genetic operators follows from [Stahl & Gabel, 2003]. 

 

A. Crossover Operators for Similarity Vectors/Tables  

Crossover of vectors/ matrices can be performed by various ways;  

Simple crossover: A random split point is chosen and a new individu al is created by fusing the 

first part of one parent and the second part of the other parent. 

 

Arithmetic crossover:  Each component of the offspring is a linear combination of the 

corresponding component value in both parents.  

 

Row/Column crossover: This type of crossover applies to similarity matrices only. Each 

row/column of the offspring is a copy of the corresponding row/column of one of the parents, 

the choice being random. 

 

ȃ Sim 

0 1 

0.1 0.86 

0.15 0.73 

0.18 0.54 

0.3 0.28 

0.56 -0.15 

1 -1 

Chromosome 1 
  

ȃ Sim 

0 1 

0.1 0.78 

0.15 0.32 

0.18 -0.2 

0.3 -0.63 

0.56 -0.87 

1 -1 

Chromosome 2 

 

 

 

ȃ Sim 

0 1 

0.1 0.86 

0.15 0.32 

0.18 -0.2 

0.3 -0.63 

0.56 -0.87 

1 -1 

Offspring 1  

 

ȃ Sim 

0 1 

0.1 0.78 

0.15 0.73 

0.18 0.54 

0.3 0.28 

0.56 -0.15 

1 1 

Offspring 2  

Fig 3.6  Simple Crossover for Similarity Vector   

 

In our framework, the crossover for similarity matrices is performed using arithmetic crossover, 

row crossover and column crossover, with every method having equal probability of selection . 

Simple Crossover  

after =ɻ0.1 
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Fig 3.5 shows the process of arithmetic crossover and row crossover. A column crossover 

happens in the same fashion as row crossover. It is to be noted that though arithmetic crossover 

preserves the symmetry of similarity matrices, copying different rows  may not preserve 

symmetry of the matrix. Hence, while performing a row crossover only the columns in the 

upper triangular portion of the row are copied. After the upper triangular portions of both the 

offspring are filled, they are made symmetrical.  

 The crossover for similarity vectors is done either using simple crossover or arithmetic 

crossover, the probability of choosing among the two methods being equal.  A restriction in the 

similarity vector representation, which must be maintained by the operator s, is the 

monotonicity of similarity values, i.e. a higher distance between attribute values should not 

correspond to a higher similarity value than that of a lower distance one. Though arithmetic 

crossover preserved monotonicity, a simple crossover may not and hence it is important to 

choose crossover points to ensure adherence to this property. For e.g. examining the 

chromosomes in Fig. 3.6, using a crossover point chosen after ȃ = 0.1, enables derivation of valid 

offspring . On the other hand choosing a crossover point after  ȃ = 0.15 would result in one of the 

offspring  with mapping ȃ = 0.15 => sim =0.32 and ȃ = 0.18 => sim =0.54, i.e. a higher distance is 

mapped to a higher similarity. Arithmetic crossover for similarity vector is similar to that of 

simila rity table.  

 

B. Mutation Operators for Similarity Vectors/Tables  

 

Components of the vector/matrix are mutated by modifying their value randomly. The 

numbers of components thus modified are also random. Note that each time a new individual 

of type similari ty vector is created, as was discussed before, the constraint of values being non-

increasing must hold.  

3.5 PROPOSED RECOMMENDATION FRAMEWORK  

The proposed technique of learning similarity at the attribute level can be employed to obtain 

predictions for an  active user at the feature level and aggregate them to arrive at the final 

predicted vote for the active user.The dataset is divided into training set, TR, validation set, V , 
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and test set, T. The main steps of the proposed recommender system framework are given 

below: 

Step 1: Compute the GIM values of all users using formula (4) based on the training data set TR.  

Step 2: Find the sampling points for all numeric attributes as described in section 3.3.2.  

Step 3: Find the optimal similarity vector/table   

GA is employed to find the similarity vector for the 18 GIM and age and similarity table for 

occupation and state. For gender feature, two values are similar only if they have the same 

values, and hence no similarity vector/table needs to be learnt. The simi larity function is learnt 

with the goal of minimizing the prediction error  (Eq. 3.4) for the validation set.  

Step 4: Predict ratings based on feature level similarity function based on Resnickõs prediction 

formula [Resnick et al., 1994]  

The final predicti on for user i is obtained by aggregating predictions based on all attributes  

 

(3.5) 

where A is the set of hybrid user features based on which predictions could be obtained. Note 

that some attributes might not contribute to the predictions since the neigh borhood set based on 

them might be empty.  

3.6 EXPERIMENTATION AND RESULTS 

To demonstrate the effectiveness of proposed technique of learning user similarities employing 

GA, we conducted experiments on the popular MovieLens   (http://www.MovieLens.umn.edu) 

dataset. The experiments are conducted with the goal of establishing the superiority of the 

proposed similarity learning technique over predefined similarity measures.  
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Table 3.2     

MAE and RMSE comparison of proposed scheme with PCC, WPCC and COS 

Datasets PCC WPCC COS Proposed 

ML100 
MAE  0.856 0.827 0.856 0.770 

RMSE 1.07 0.991 1.164 0.924 

ML200 
MAE  0.862 0.832 0.891 0.803 

RMSE 1.161 1.072 1.309 1.022 

ML300 
MAE  0.847 0.815 0.866 0.776 

RMSE 1.077 0.988 1.216 0.93 

ML400 
MAE  0.827 0.788 0.848 0.761 

RMSE 1.101 1.000 1.191 0.93 

ML500 
MAE  0.831 0.795 0.864 0.760 

RMSE 1.114 1.017 1.259 0.939 

3.6.1 DESIGN OF EXPERIMENTS  

The MovieLens dataset consists of 100,000 ratings provided by 943 users on 1682 movies. The 

ratings scale is in the range 1-5 with 1 - òbadó to 5 ðòexcellentó. The ratings are discrete. Each 

user in the dataset has rated at least 20 movies. For our experiments we chose five subsets from 

the data, containing 100, 200, 300, 400 and 500 users called ML100, ML200, ML300, ML400 and 

ML500 respectively. 

 This is to illustrate the effectiveness of the proposed scheme under varying number of 

participating users. Each of the datasets was randomly split into 60% training data, 20% 

validation data and 20% test data. The ratings of the items in the test set are treated as items 

unseen by the active user, while the ratings in the training set is used for neighborhood 

construction and for prediction of ratings.  

 The ratings in the validation set are used to guide the GA learning process. For each 

dataset the experiment was run 30 times to eliminate the effect any bias in the data. The 

effectiveness of the proposed scheme is compared with the Pearson correlation coefficient 

(PCC) [Resnick et al., 1994], Cosine similarity (COS) [Breese et al., 1998] and Weighted Pearson 

[Candillier et al., 2008].  
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Table 3.3 Comparison of precision, recall and F1 measure of proposed scheme 
with PCC, WPCC and COS 

Datasets PCC WPCC COS Proposed 

ML100 

Precision 0.632 0.646 0.653 0.683 

Recall 0.787 0.805 0.827 0.861 

F-Measure 0.676 0.688 0.698 0.731 

ML200 

 

Precision 0.627 0.632 0.626 0.627 

Recall 0.799 0.821 0.831 0.847 

F-Measure 0.677 0.689 0.684 0.695 

ML300 

Precision 0.62 0.625 0.621 0.625 

Recall 0.804 0.825 0.841 0.861 

F-Measure 0.676 0.687 0.685 0.70 

ML400 

Precision 0.619 0.626 0.624 0.628 

Recall 0.794 0.82 0.831 0.853 

F-Measure 0.669 0.683 0.68 0.696 

ML500 

Precision 0.612 0.616 0.616 0.619 

Recall 0.792 0.814 0.818 0.856 

F-Measure 0.667 0.677 0.671 0.695 

 

We measure the effectiveness of each of the methods using MAE and RMSE to measure 

predictive accuracy and Precision, Recall and F1 Measure to measure classification accuracy.  

3.6.2 ANALYSIS OF RESULTS 

To demonstrate the ability of the proposed method to offer better prediction accuracy , we 

compare the MAE and RMSE with that PCC, COS and WPCC. The results are as presented in 

Table 3.2. The MAE and RMSE are computed based on the average over 30 runs of the 

experiment over the different datasets. A lower value of MAE and RMSE corresponds to a 

better performance. 
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Fig 3.7          Comparison of F-measure over 30 runs for the ML400 dataset 
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Fig 3.8                  Comparison of MAE over 30 runs for the ML400 dataset 
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As is clear from the results in Table 3.2 the proposed scheme considerably outperforms other 

user-defined similarity measures for all datasets with respect to both MAE and RMSE. This is 

due to the ability of the proposed technique to adapt the user similarity computation according 

to the dataset. Table 3.3 presents the performance comparison (in percentage) based on the 

classification accuracy by comparing the precision, recall and F-Measure for each of the 

different techniques. 

 Higher values of these measures imply better performance. The proposed scheme again 

outperforms the user-defined similarity measures in terms of precision, recall and F -Measure in 

almost all cases, with the only exception being for ML200 where WPCC has a higher precision.  

The F-Measure and MAE for the different runs of the experiment for the dataset ML400 a re 

shown in Fig 3.6 and 3.7 respectively. A total of 30 runs were made for each dataset. For all the 

runs the proposed method performed better than any of the user -defined measures in terms of 

predictive as well as classification accuracy. 
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ADAPTIVE SIMILARITY MEASURES USING 

GENETIC PROGRAMMING  
   

In the previous chapter we presented a technique to learn user similarity function utilizing 

evolutionary algorithm. In this chapter we suggest learning a ratings transformat ion function 

from the available data to compute quantities which actually reflect the preference of the user 

for an item. We propose a two-stage process to assess user similarity, the first is to learn the 

optimal transformation function to convert the raw  ratings data to preference data by 

employing genetic programming, and the second is to utilize the  preference values, so derived, 

to compute user similarity. The application of such learnt user bias gives rise to adaptive 

similarity measures, i.e similar ity estimates that are dataset dependent and hence expected to 

work best under any data environment.  

4.1 RATING TRANSFORMATION SCHEMES  

Traditionally similarity computation between users is implemented as a two -step process. The 

first step aims at removing the subjectivity from the data i.e. transforms the raw ratings data 

into quantity which truly reflect the preference of a user for the item. For example the Pearson 

Correlation Coefficient tries to remove the user -bias from the ratings by measuring the 

deviation of a rating from the user mean, where the user mean represents a neutral stand (i.e. 

neither like nor dislike). A positive deviation represents like and negative represents dislike for 

the item in question. 

uiuiu rrefPr -= ,,  (4.1) 

   

 PCC uses the function in Eq. 4.1 to transform ratings to preference value.  Herlocker et al, 2002, 

suggest the z-score normalization which accounts for differences in variance of the rating 

distributions for a particular user in addition to shift from mean. The in tuition here is that some 
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users are willing to give plentiful ratings on the extreme of their scale while other users may 

rarely give extreme ratings[Herlocker et al, 2002]. Z-score normalization appropriately adjusts 

each prediction into ratings distribut ion of the user receiving the prediction and is defined as ; 

u

uiu

iu

rr
efPr

s

-
=

,

,  (4.2) 

Based on the popular belief, that the absolute magnitudes of ratings/utilities for a set of items of 

two users are not comparable to each other, Pennock et al., 2000, argue that scale invariance is 

one of requisites for a CF algorithm. The non comparability of absolute ratings is because the 

ratings that users confer on items is subjective i.e. a user may be very generous and never give 

ratings below òaverageó while another may be stingy while rating items. One of the methods 

proposed to overcome this problem of mismatch in the usersõ internal ratings scale is to use 

ordinal information rather than absolute ratings to compute user similarity. Yu & Yang, 2007 , 

propose an improved collaborative filtering algorithm which computes user similarity from the 

preference order of items, derived implicitly from web browsing history. A similar approach is 

taken by Kamishima, 2003, who assess user similarity based on the order of preference of items 

and suggest a hybrid of memory and model -based approaches to suggest items to the user. 

However,  the explicit specification of order of preference for a large set of items, is often 

difficult if not impossible for most users and hence ma ny approaches to converting the surface 

ratings to actual degree of likeness have been suggested (such as in PCC, z-score etc.). Jin et al., 

2003, argue that two users having similar preferences may have different rating patterns and 

build two separate mod els: a preference model which forms the base for user similarity 

computation  and a ratings model, which is used to convert the final preference to rating for the 

active user. The importance of rating and scale invariance for CF systems is stressed by Lemire, 

2005, who demonstrate that normalizing users with respect to mean, amplitude and the number 

of items rated by them improves CF performance under diverse data conditions.  

4.2 GENETIC PROGRAMMING  (GP)  

GP, an evolutionary methodology, is an automated pro blem-solving system for producing a 

computer program that is able to perform a user -defined task [Koza, 1992]. Such a program is 

generally represented as a tree with operators as non-leaf nodes and leaves as input values from 
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the problem domain. Each indiv idual in the population is associated with a fitness which 

measures the problem-solving ability of the individual for the domain. These scores are used to 

choose the final solution as well as for determining the selection of individuals for participation 

in the next generation. The GP process starts with an initial population of candidate programs 

represented as trees and applies the genetics ðinspired operations of crossover and mutation to 

induce new members into the population. While crossover facilitate s exchange of meaningful 

information among two parent trees and helps convergence to an optimal solution, mutation 

helps in maintaining genetic diversity in the population and avoids being trapped in local 

maxima/minima. The process iterates for several generations till a stopping criteria is met. Fig. 

4.1 shows the steps in a GP process. 

 Crossover of two chromosomes is performed by selecting a crossover point in both the trees 

representing the chromosome. The crossover point is a node in the corresponding tree. The sub 

trees rooted at the nodes chosen for crossover are then interchanged. Fig. 4.3 illustrates the 

crossover operation of chromosomes representing a Boolean function. The mutation can be 

performed on a chromosome by randomly either changing the value or changing the entire 

subtree rooted at a randomly selected node in the tree. In our work we select a random node 

from the tree representing an individual, prune it and replace it by another randomly generated 

subtree. This process is shown in Fig. 4.2. 

 The application of genetic programming for learning an optimal similarity function is 

prevalent in many areas such as information retrieval [Oren, 2002], content based image 

retrieval [Torres et al., 2005] etc . In the area of CF even though machine learning and 

optimization techniques[Cheung & Tian, 2004; Cao et al., 2008] have been employed to learn 

user proximity, to the best of our knowledge an attempt to utilize Genetic Programming to 

achieve adaptive similarity estimates, has not been explored. 

4.3 PROPOSED APPROACH FOR  GP BASED RATING TRAN SFORMATON FUNCTION  

CF systems often operate on data where the user preferences are specified explicitly in the form 

of ratings. These ratings are often discrete valued and are graded from very bad to very good, 

where the number of such gradations may vary with the dataset.  
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Fig 4.2                  Mutation of a Chromosome in GP  

The main drawback of memory based CF is the fact the user rating patterns and preference 

behavior are tangled with the result the user similarity is computed based on the surface rating 

patterns [Jin et al., 2003]. However,  in reality different people are guided by different semantic 

tendencies, i.e. while generous users give generally high scores to most items, users who are 

critical do the reverse. Moreover , the rating range may also vary from person to person.  Hence 

               

 

 

Fig 4.1                   Steps in Genetic Programming 
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we propose to derive the preference information from  the rating patter n to avoid the erroneous 

similarity estimation that will result by only factoring in the surface ratings.  

Fig 4.3                    Crossover of two chromosomes in GP 

The computation of degree of proximity between a pair of users in a CF system operates on the 

ratings vectors for the users. The steps for item recommendation are as outlined below ; 

Step 1.  Transform user votes for different items into values which truly reflect the inclination of 

the user for the item in question.  

 

 

Parent 1 Parent2 
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Table 4.1                    Nodes for the GP 
 

Terminals  Description  

Rat Rating by active user for item 

UAvg Mean rating for active user  

UVar Active user  rating variance  

IAvg Mean  item rating  

IVar Item rating variance  

C Random Constant ɴ [0,1] 

NumRatU Number of ratings by active user  

NumRatI Number of ratings for the item  

Operators   

+, - , * , / , log, 
sqrt, 

Mathematical operators 

 

 

                                  

    

Fig. 4.4            Chromosome representation of transformatio n function used in PCC and z-score 

 

Such a transformation, in addition to balancing the internal user ratings scale can also for 

example factor in other aspects in weighing the preferences such as scaling up the preferences 

of the user for items which are different from the general opinion  

),( ,, Piuiu rfr =¡  (4.3) 

 

where P is the set of data parameters governing the conversion and  ru,i represents the actual 

preference of u for item i. 
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Step 2 The measurement of the like-mindedness of two users is accomplished by computing the 

closeness in the preference vectors of both users. The preference vector for user u is represented 

in bold as ur¡and the similarity is computed as  

)(),( vu r ,r ¡¡=simvus  (4.4) 

 

Step 3 Predictions for the active user a is made by aggregating the ratings from similar users.  

),(, Pasgr P
ia =  

(4.5) 

         

 where sa is the similarity vector of active user a with all other users in the system. Several 

aggregation formulae are listed in [Garcon et al., 2009]. 

The formulae for ratings transformation, similarity estimation and aggregation ar e inter-

dependent and the performance of a chosen function for each of these steps determines the best 

combination of functions which will lead to good quality of predictions. The performance of the 

chosen functions for each of the above detailed steps may be different under various contexts. 

Ideally we would like to employ evolutionary techniques to determine the optimal functions for 

each step. However,  the large number of users and items in the system may make the cost 

associated, prohibitive. We, therefore, utilize genetic programming approach to evolve the best 

ratings transformation function  (Step 1) only, in the current work. We employ Cosine similarity  

(COS) [Breese et al, 1998] for proximity computation between preference vectors and Resnickõs 

formu la [Resnick et al., 1994] for prediction. 

 As discussed in Section 2 there have been several approaches to map the ratings data 

into their corresponding preference values, but the success of each method in representing the 

actual preference may be dataset dependent. Instead of proposing a new formula for 

uncovering hidden preferences from the surface ratings, we propose to learn an optimal , rating 

to preference map by utilizing Genetic Programming  (GP). For evolving the best ratings 

transformation function we utilize GP with operators and terminals as specified in Table 4.1. 

Fig. 4.4 illustrates the chromosome representation of some of the already existing 

transformation functions being used (PCC, z-score). The fitness of the map represented by each 

chromosome in the population is evaluated based on the prediction error resulting from 

choosing the particular ratings transformation function. For this purpose the training data is 
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divided into training and validation sets(  Tr and V  respectively). The ratings in Tr  are treated as 

items already rated by the user and is utilized for neighborhood construction and ratings 

prediction. The validation set, on the other hand, is utilized for the learning the optimal ratings 

to preference map. The fitness for an individual  is evaluated by first converting the training 

ratings(Tr ) into preference values using the map represented by the individual. Such preference 

values are used to compute user similarity and arrive at predictions for each vote in the 

validation set( V ). The fitness of the individual is then computed as the average absolute 

difference between the predicted and actual votes in the validation set. The fitness of an 

individual I  is therefore ; 

||

||

)(
V

rr

Ifitness Vr

Iä
Í

¡-

=  (4.6) 

 

where Ir¡ is the predicted rating using individual I  and r is the actual rating in the validation 

set. Though the use of GP for evolving the map makes the process time inefficient, it is to be 

noted that the learning process can be performed offline in a periodic manner to be adjusted 

according to the changes in the dataset. 

4.4 EXPERIMENTAL EVALUAT ION  

To show the effectiveness of our approach and its ability to evolve a optimal/near optimal 

rating mapping function, we chose to run our experiments on four different datasets 

representing different sparsity levels, user -item ratio, gradation levels etc. We compare the 

results of the experiments against the most popular and well -established similarity estimation 

techniques namely PCC and COS.  

To study the effect of varied dataset conditions we used the Jester, MovieLens, 

EachMovie and Epinions datasets. The characteristics of each of these databases are described in 

Table 4.2. It is clear from the table that the variation in dataset features is wide. For example, the 

gradation in Jester dataset is continous and the rating rate is wide [-10,10], whereas for the 

others it is discrete.   
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TABLE 4.2                              Dataset Characteristics 

Dataset # Users #Items Sparsity Possible ratings 

Jester 73496 100 44.21% [-10,10] 

Eachmovie 72916 1628 97.63% 
{0,0.2,0.4,0.6, 

0.8,1} 

MovieLens 943 1682 93.69% {1,2,3,4,5} 

Epinions 49290 139738 99.99% {1,2,3,4,5} 

  

We randomly extract 200 users from each of these datasets who have rated atleast one 

item and denote the respective datasets as Jester200, ML200, EM200, and Epinions200. Items 

which have not been rated by any user are then removed from the database. The ratings for 

each of the datasets are then divided into training data and test data. For our experiments 70% 

of the ratings w ere retained for training, 30% of the ratings were used for testing(T). 

 The training data is further split into sets Tr  and V  as specified in Section 3, with 60% 

ratings in Tr  and 40% in V . Each of the ratings in the test data was predicted by using the PCC, 

Cosine and the learnt mapping function and the methods were compared using the MAE 

metric. GPLAB [Silva, 2005] was used for implementing GP. Individuals in the population are 

variable-depth and variable -sized trees. The parameters in the GP were set to default values 

provided in GPLAB. The population size is s et to 50 and the GP runs for a maximum of 20 

iterations. The initial population was seeded based on popular similarity measures. For each of 

the above datasets the experiment was run 10 times. The neighborhood set size was fixed at 20 

for all experiments.  

The performance comparison of the different techniques for the datasets Jester200, 

ML200, EM200 and Epinions200 are shown in Fig. 4.5-4.8. It is clear from these figures that the 

proposed technique of using GP for learning the ratings to preference mapping function 

outperforms the PCC and VS measures in almost all datasets and for all runs. Since the datasets 

represent varied data environment we can draw the observation that our proposed method is 

able to learn the best/near best mapping function to convert ratings into preference score 

depending on the context.  
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Fig. 4.5    MAE Comparison of UPGP, PCC, Cosine for the EM200 dataset 

 

 

Fig. 4.6    MAE Comparison of UPGP, PCC, Cosine for the Jester200 dataset 
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 Fig. 4.7    MAE Comparison of UPGP, PCC, Cosine for the Epinions200 dataset 

 

 

Fig. 4.8    MAE Comparison of UPGP, PCC, Cosine for the ML200 dataset 
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 One of the best functions evolved for one run of the EachMovie database is 

)"( numRatratlog" + .This basically ramps up the preferences of users having more òexperienceó 

in terms of rating more number of items. Another one of the functions evolved is òuAvgó 

surprisingly does not factor in the ratings itself. This may be because the similarity between 

users for the particular dataset would be best estimated by considering the process of rating 

common items as displaying a degree of affinity and thus for such a function the action of rating 

common items itself makes the users similar.  

 Table 4.3 compares the performance of the proposed UPGP method with PCC and VS 

and displays the mean MAE over 10 runs for each dataset. UPGP outperforms both PCC and VS 

in terms of the predictive accuracy for each of the datasets. Table 4.3 also lists the performance 

improvement  (%) for UPGP over PCC and COS. It is clear that the maximum performance gain 

over PCC is achieved for the Epinions dataset (7.2%) whereas the greatest improvement in MAE 

as compared to COS is obtained for EachMovie dataset (8.6%). 

 

TABLE 4.3                          Mean MAE over 10 runs 

Dataset UPGP Pearson %IP VS %IC 

Jester 2.713 2.756 1.55% 2.905 6.6% 

Eachmovie 0.976 1.032 5.42% 1.068 8.6% 

MovieLens 0.868 0.889 2.36% 0.898 3.34% 

Epinions 0.959 1.034 7.2% 1.038 7.61% 

%IP=%Improvement of UPGP over Pearson Similarity  
%IC=%Improvement of UPGP over Cosine Similarity  

 

 

 

 

%IC=%Improvement of UPGP over Vector Similarity  
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A REFERRAL-FUNCTIONAL TRUST 

FRAMEWORK FOR ENHANCED RECOMMENDATIONS   
   

The emergence and popularity of virtual communities in the past few years have been by virtue 

of anonymity, being able to interact with a large group of users spanning geographical 

boundaries and participation both as a producer and consumer of content at very little cost. The 

gains from such communities, unfortunately also have been a bane, since online interactions do 

not offer the opportunity of establishing user credibility by means of physical cues apparent in 

our daily life. Trust has emerged as a quality estimation measure of users in online and open 

communities such as electronic markets; social networking sites etc and emulates the notion of 

trust in the real -world where the trustworthiness of a party is determined based on the past 

transactions with it or through word of mouth. Users rate each other based on their past 

interactions thus aiding other users to make decisions regarding the reliability of a party in 

carrying out a particular task. This mechanism also discourages defaulters and enforces 

cooperation.  

 There has been considerable interest recently in trust-enhanced RS and trust is employed 

as an aid to overcome the sparsity problem in RS by utilizing the web of trust to discover 

proximity between users who can otherwise not be deemed similar. Such similar user discovery 

process utilizes trust transitivity to infer the quantum of trust between a pair of users who do 

not have a trust link between them but are connected through the network and thus broaden 

the set of users contributing to the recommendation. However, most trust based approaches for 

RS do not distinguish between the trust in a party to suggest items (functional trust) and the 

trust in a party to recommend good recommenders (referral trust). We propose a referral -

functional trust approach to RS suggesting different ways of modeling referral trust for a binary 

trust network and incorporating it in the trust propagation scheme to obtain better quality 

recommendations. 
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Fig. 5.1      Referral and functional tru st link for deriving indirect functional trust  

5.1 TWO WAY VIEW OF TRUST  

Inferring trust between a pair of entities not directly connected, exploits the transitive nature of 

trust. This is in sync with our daily life where we place some amount of trust on a òfriend of a 

friendó. Transitivity of trust makes sense only when talking about trust within a trust scope 

[Jøsang et al., 2006]. Assuming the trust scope to be the same i.e. ability to recommend items, 

several approaches to inferring trust between entit ies have been proposed in the RS framework 

[Massa &Avesani, 2004; Golbeck, 2005]. However, it is important to differentiate between 

òservice provisionó or òfunctionaló trust and òrecommendationó or òreferraló trust [Jßsang et 

al., 2006]. The former is the trust in the competence of an entity in performing a task while the 

latter is the trust in his ability to recommend good service providers.  

 Though most of the proposed trust based approaches assume a correlation between 

service and recommendation trust, the separation of a partyõs trustworthiness based on his 

ability to provide a service from his credibility as a recommender has received much attention 

in recent times. Jøsang, 2006 proposed the trust evaluation of users from the functional and 

referral viewpoint. He proposed a framework for simplifying a trust network and expressing it 

in canonical form and presented an approach to reason with trust information, expressed as a 

four tuple (trust, distrust, uncertainity, base rate), using subjective logic. A trust and security 

architecture based on distinction of trust on a user as a transactor from his recommendation 

capacity [Moreton & Twigg, 2003] is utilized to enforce collaboration and discourage malicious 

nodes for a routing and node relocation service. A similar approach is adopted by 

Swamynathan et al., 2005, who propose to decouple the reputation of a peer based on service 

provision from service recommendation for Peer -to-peer services. Wang et al., 2008, propose 

measurements for characterizing social properties of a trust system. They classify trust into 

iFT  Alice  Eric  

FT Bob  Eric RT Alice  Bob  

Alice 

Bob 

Eric 
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functional and referral components and further introduce two aspects of referral trust, namely 

similarity and truthfulness and argue that this differentiation of trust into referral and 

functional comp onents is what makes trust transitive in a chain. TILLIT [ Tavakolifard  et al., 

2009] is a trust enhanced system which employs a combination of trust derivation and user like -

mindedness to enable more parties to be connected even in sparse and cold start scenarios. User 

similarity is estimated based on analysis of the structure of the trust graph and is based not only 

on direct experiences between two users but also based on their similarity with respect to 

trusting or being trusted by other parties. Thiruna rayan et al., 2009, propose a computational 

trust model incorporating referral, functional and nonfunctional trust and pursue a qualitative 

view of trust by modeling levels of trust in users as a local partial order, while taking into 

account ambiguity in the trust values. 

  There have been only a few attempts to model and bank on a userõs referring capability 

in the area of RS. TREPPS [Li & Kao, 2009] is a recommender system based on trust in social 

networks to assess the quality and veracity of peer production services. Fuzzy logic is used to 

deal with subjective opinions such as preference judgments, trust statements and service 

satisfaction. Trust on a party is categorized into expert trust and referral trust which further 

consists of two components namely interpersonal trust based on subjective judgment of a 

principal and the recommendation trust which is objectively derived based on the 

recommendation accuracy based on previous interactions. Moghaddam et al., 2009, propose a 

recommendation specific trust framework where the trust is modeled along two dimensions i.e. 

dependability and explorability which are learnt from the raw trust data available. While 

explorability measures the extent to which a user can rely on the recommendation returned by a 

trusted friend, dependability measures the quality of recommendations returned by the user to 

other users trusting him directly or indirectly.  

 Even though there has been a body of  research in harnessing trust in alleviating CF 

challenges, to the best of our knowledge , there has been little attempt to utilize the functional -

referral trust components for aiding indirect trust computation between strangers in the RS 

area. We explore various approaches to computing the referral trust between a pair of entities 

and detail our techniques in the next section.  
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5.2 PROPOSED REFERRAL-FUNCTIONAL TRUST FRAMEWORK  

The inability of users to have interacted with every other individual in a sizeable social network 

necessitates the need to infer indirect trust between parties. We adopt the approach outlined in 

[Jøsang, 2006] to dissociate the functional trust from referral trust. Functional trust is the trust in 

the ability of a user to provide a service or in the RS context to provide good recommendations 

on the other hand referral trust is the ability of a user to suggest good service providers or in RS 

terms to recommend good raters. The expertise in being able to recommend good items does 

not imply the ability to lead to good recommenders through the web of trust. As an examp le 

[Jøsang, 2006] Alice who is need of a good car mechanic may trust Bob to recommend a good 

car mechanic (referral trust) (Fig. 5.1). Even though Bob may not be a car mechanic himself 

(service provider) he may be a knowledgeable about car mechanics (recommender). Bob may 

trust Eric to be a good car mechanic and may recommend him to Alice. Thus Alice derives some 

amount of functional trust on Ericõs car servicing capability in spite of not experiencing his 

services herself.  

This separation thus allows trus t to be transitive and the referral trust chain assumes the 

existence of functional trust at the end of the chain [Jøsang, 2006].Hence a trust network may 

contain two types of trust links between a pair of users, the functional trust link and the referral 

trust link, if they exist.  We assume that the trust statements expressed by users can be one of 

the two values òTrustó or òdo not trustó i.e. binary trust values.  

Derivation of indirect functional trust between two unconnected users is a function of 

the derived trust along all the paths connecting the source and the sink.  

 

))(,),(),(( 21, nba PgPgPgfiFT ?=  (5.1) 

where a is the trustor and b the trustee , iFT denotes the indirect functional trust of a on b and Pi 

denotes i th path connecting them, g(Pi) is concatenation function to derive functional trust along 

path Pi and f is the fusion function which aggregates trust along all paths to derive a inferred 

trust value. We choose multiplication as a concatenation function since it has been shown to be 

simple and effective in propagating trust values  [Hasan et al., 2009]  and aggregate the trust 

along different paths using the average function. The trust along a path Pi between trustor a and 

trustee b is hence computed as; 
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bxnxxxa
Pi
ba FTRTRTiFT ,2,11,, ³³³= ?  (5.2) 

where x1, x2, é, xn are users through which a is connected to b along the path Pi and RTx,y 

denotes the referral trust between entities x and y. Once the functional trust (direct or indirect) 

between users is assessed they are used to weight the importance of each userõs contribution to 

the prediction for the active user. Resnickõs formula  is used for predictions.  

 Ideally the suitability of an entity A to recommend good recommenders to another 

entity B can be derived by utilizing the entire trust network spawned by star ting from A and 

assessing the goodness of the predictions for entity B. However, considering such assessment 

must be done for most pairs of users, the cost associated can be prohibitive. Our proposed 

models, hence, take into account only the immediate trusted neighbors of the trustee and/or 

trustor to derive the referral trust. Moreover , referral trust of A on any other party is computed 

only if they are explicitly specified to be trustworthy by A, otherwise it is assumed to be zero. 

This is to discourage parties other than those expressed trustworthy from entering the trust 

chain. We discuss our approaches to deriving the referral trust in the following subsections  

5.2.1 DEGREE OF HOMOPHILY (DOH)  AS REFERRAL TRUST 

We first present a simple mechanism to evaluate the referral ability of a user based on how well 

he chooses his òfriendsó or other trusted users. Homophily  is the tendency of individuals to 

associate and bond with similar others. Users add as friends or express as trustworthy, people 

who in general , share similar tastes [Ziegler & Golbeck, 2007]. With the growth of social 

networking sites which ease the process of adding trusted users via adding friends, a careless 

user might respond positively to any òmake friendsó request. Such indiscriminate addition of 

trusted users to his connection may be a nuisance not only to him but may introduce a 

malicious party in the trust chain and affect the recommendations/referrals. We thus assess the 

referring capability of a user based on the closeness in the tastes that he shares with his set of 

trusted users. Thus we arrive at a òglobaló referral trust value for a user based on the degree of 

homophily he exhibits, which is denoted by H u for user u and is defined as follows; 

 



 

C
h
a
p
te

r 
  

 F
iv

e 

66 
 

 

where Tu is the set of trusted users for user u and sim(u,v) represents the similarity in rating 

different items and is defined as; 

 

   

where Su represents the set of items rated by user u, MaxRat is the maximum rating for an item 

in the rating system and MinRat is the minimum rating possible. The referral trust of any user a 

for user u is the degree of homophily (DOH) exhibited by u if u is trusted by a i.e. 

 

5.2.2  REFERRAL TRUST BASED ON SIMILAR TRUSTED(ST) USER SET 

A trustee u of a trustor a can be judged a good recommender of people if he induces similar 

trustworthy neighbors as user aõs trusted users. This view can lead us to define another 

technique for computing referral trust of a on b. 

 

Here S(Ta,Tu) is the similarity between the two sets of trusted users. The similarity between the 

set of friends can be estimated in a variety of ways. A simple mechanism would be to examine 

the set of users common to both sets i.e. the more the number of common friends two users 

share the more reliable are their referrals.  
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Moreover , the availability of item voting information which reflects different usersõ taste can be 

exploited to predict the closeness between the two sets. One approach could be to compute 

average rating similarity between all pairs of users in the two sets i.e. 

 

We choose to apply the maximum weight matching between the two sets of trusted users since 

it gave the best performance. We cast the problem of finding trusted users set similarity as an 

Assignment problem - one of the fundamental problems of Operations Research which consists 

of finding a maximum weight matching in a weighted bipartite graph. We consider the users in  

Ta and Tu to be vertices in a bipartite graph and edges connecting the users from the two sets, 

weighted by similarity between the users and construct an approximate maximum weight 

match by following the greedy approach obtaining the match by choosing edg es having the 

maximum weights and having as its end points, users who have not been paired before. Once 

such a matching (M) is obtained the similarity between sets is estimated based on the weight of 

all edges in the match. 

 

 

The similarity estimation scheme outlined above factors in the quality and quantity of likeness 

between members of the two sets by ensuring that the better the quality each match, the better 

is the likeness between the sets and the more the number of matches with respect to the set of 

trusted users for the trustor, the more close is the similarity between the two sets. Thus for two 

users, the user having more trusted users is treated as more òexperiencedó and  thus can inspire 

more confidence in his referri ng capability than a user having very few friends.  
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5.2.3 REFERRAL TRUST THROUGH AFFINITY IN USER RATING (AUR)  

The past opinions of users about others in the community can also be exploited to infer their 

referral expertise. A trustee u can be believed to be a good recommender of people if his opinion 

of other users in the system matches closely with that of the trustor a.   
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(5.10) 

 

When uu TT ='
, the estimate is based on the common set of trusted users for both trustor and 

trustee. However, every user can specify only has a limited number of trustees and the overlap 

between trusted users for trustor and trustee may not be significant. In such cases the set Tu  can 

be extended by involving users not present in the Tu but who are trusted by a, in the user 

comparison. This can be achieved by using a simple trust propagation involving functional trust 

only, to derive trustworthiness of users who are not directly trusted by u but are trusted by a. 

The trust values so computed can be rounded to settle on the trustworthiness of such users and 

can be further used for matching opinions of u with a. Thus  

Thus the process utilizes trust propagation involving only functional trust statements as the first 

step and employs the derived trust so obtained to determine the referral ability of users which 

is further employed to refine the set o f recommendation partners by incorporating the referral 

trust for trust propagation. We construct the set E by including users not directly connected to u 

but who are reachable from u via the web of trust within N hops, where N is the trust 

propagation hor izon. 

ETT uu Ç=¡  

                                         where }5.0|{ , ²-Í= vuua iFTTTvE  

(5.11) 
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5.3  EXPERIMENTAL EVALUATION  

In this section we present an empirical evaluation of the proposed approaches by contrasting 

them to other trust propagation schemes not involving the referral trust component for binary 

trust  networks. In particular we compare our schemes with those presented in [Massa & 

Avesani, 2005; Golbeck & Hendler, 2006]. A simple trust propagation for binary trust networks 

is proposed by Massa & Avesani, 2007, wherein trust propagates within a trust hor izon and 

attenuates over longer paths in a linear fashion. We refer to this approach as Trust Inference 

Using Linear Decay (TILD). Goldbeck & Hendler, 2006, proposed a scheme for inferring trust 

where a user desiring to gauge the trustworthiness of another unknown user takes aid from his 

Table 5.1       Characteristics of T10-T90 configurations 

Configuration  Network Density  
Average # trusted 

neighbors  

T10 0.0185 4.61 

T30 0.057 14.28 

T50 0.095 23.79 

T70 0.133 33.24 

T90 0.171 42.68 

          

  

Table 5.2       Characteristics of R10-R90 configurations 

Configuration  Ratings 
Sparsity  

Average # 
ratings per 

user 

Average # 
ratings per 

items 

R10 99.99% 6.728 0.318 

R30 99.81% 20.022 0.948 

R50 99.68% 33.44 1.58 

R70 99.55% 46.78 2.21 

R90 99.42% 60.32 2.85 
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trusted friends by polling them for their opinion of the stranger. The trusted neighbor in turn 

may have direct experiences with the party or may take help of his trusted friends. This process 

is recursive and a user assesses trustworthiness of a stranger by aggregating opinions of all his 

friends. Two versions of this algorithm -  rounding and non -rounding were introduced. We 

consider the non-rounding version of this algorithm for comparison and refer to it by Trust 

Inference using non-rounding algorithm (TINR).  

 For our experiments we used data derived from the Epinions site collected by Paolo 

Massa available at TrustLet (http://www.trustlet.org/) . The dataset consists of  49290 users 

who rated a total of  139,738 different items at least once. There are 664,824 reviews expressed 

by different users over various types of items and 487,181 issued trust statements. From this 

dataset we extracted the first 500 users who have rated at least 5 items and expressed at least 

two trus t statements and filtered out items which have been rated less than 4 times thus 

accounting for 10,558 items. We evaluate and compare the methods using RMSE (Root Mean 

Squared Error) and Coverage. 

5.3.1    IMPACT OF NETWORK DENSITY  

The number of friends t hat a user trusts is usually a small fraction of the number of users 

available in the system. Thus a web of trust which is very sparse requires the aid of trust 

propagation schemes to effectively reach out to distant users. In this experiment we study the 

effect of trust network density on the different trust propagation schemes by contrasting our 

approaches to TILD and TINR techniques of trust propagation. To do this we randomly 

retained 10%, 30%, 50% ,70% and 90% of the expressed trust statements and discarded the rest 

thus arriving at five different configurations T10, T30, T50, T70 and T90 respectively. The 

characteristics of the trust data under these configurations are presented in Table 5.1.  

 Since ratings utilized to compute referral trust using ST and DOH schemes, we divided 

the item rating into training and test set by reserving 30% of ratings for training and 70% for 

testing. The neighborhood set size is limited to 20 users for all configurations. The propagation 

horizon is set to 3 i.e. only users reachable within 3 hops from the source are taken into account 

for computing the derived trust.    
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Fig 5.2:  Coverage for configurations T10-T90 

 

 

Fig 5.3: RMSE for configurations T10-T90 
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 As seen from Fig. 5.3, the our proposed schemes incorporating referral trust outperform 

the TILD and TINR schemes in terms of accuracy of predictions under all configurations except 

the T10 configuration where the TILD outperforms all other trust computation mechanisms. 

This is because the reliability of referral trust computation scheme is dependent on having a 

decent number of trusted users, in the absence of which simple trust propagation schemes may 

work better. Among the referral trust derivation schemes the AUR scheme performs the best. 

The DOH scheme achieves the least accuracy among all the techniques presented in this work, 

except for the T70 configuration for which it outperforms the ST scheme. This is to be expected 

since DOH is a global trust measure and hence doesnõt factor in the subjective opinions from a 

userõs viewpoint.  

The coverage for TILD (Fig. 5.2) is the maximum among all schemes followed closely by 

DOH which is as expected since DOH is a global referral trust mechanism. All the proposed 

schemes give better coverage than TINR. ST gives the least coverage among all referral trust 

schemes. The higher coverage of TILD scheme as compared to the proposed schemes, is because 

using TILD scheme, it is possible to compute indirect trust between two entities say A and B, if 

B is reachable from A in atleast N number of steps where N is the trust propagation horizon. 

Using the proposed schemes, even if B is reachable from A , the existence of a  single pair of 

users having referral trust zero renders the indirect trust of A on B through the path, 

incomputable. Thus there may be entities between which indirect trust using TILD may be 

computable, whereas the proposed trust inference scheme may not be able to infer the quantum 

of trust.  

 It is surprising to note that ST which takes into consideration both  trust statements and 

rating information for referral trust computation performs worse both in terms of accuracy and 

coverage  than AUR which employs only trust statements. The reason could be the sparsity in 

the ratings data. We investigate the effect of ratings data sparsity in the next experiment.  

5.3.2 IMPACT OF RATINGS SPARSITY  

The density of ratings data can have an effect on the referral trust computation utilizing ST and 

DOH schemes and we plan to study the effect of ratings data sparsity on the performance of the 

different propagation techniques. To do this we construct training set by preserving 10%, 30%, 

50%, 70% and 90% of ratings data in the training set and the rest of the ratings in the test set.   
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This gives rise to five configurations R10, R30, R50, R70 and R90 respectively. The data 

characteristics of the data subsets, so obtained, are tabulated (Table 5.2).  30% of the set of trust 

Table 5.3    RMSE and Coverage comparison of proposed schemes with TILD and  
                                           TINR for configurations R10 ð R90 

Datasets R10 R30 R50 R70 R90 

TILD  
RMSE 1.757 1.565 1.484 1.414 1.316 

Cover 30.55 56.10 75.17 86.01 94.49 

TINR 
RMSE 1.824 1.673 1.575 1.51 1.419 

Cover 27.70 50.90 70.19 79.49 89.23 

DOH  
RMSE 1.753 1.553 1.480 1.403 1.303 

Cover 30.47 56.06 74.88 85.63 94.25 

ST 
RMSE 1.774 1.546 1.476 1.388 1.303 

Cover 21.96 54.66 74.65 85.63 94.25 

AUR 
RMSE 1.751 1.546 1.479 1.404 1.310 

Cover 30.26 55.98 74.17 84.64 93.13 

 

Table 5.4    RMSE and Coverage comparison of proposed schemes with TILD and  

                                                        TINR for propagation depths 2 to 5  

 Prop2 Prop3 Prop4 Prop5 

TILD  
RMSE 1.537 1.495 1.493 1.498 

Cover 50.58 63.66 66.25 66.37 

TINR 
RMSE 1.628 1.628 1.628 1.628 

Cover 52.04 52.04 52.04 52.04 

DOH  
RMSE 1.687 1.562 1.489 1.484 

Cover 27.38 51.61 62.48 66.24 

ST 
RMSE 1.672 1.556 1.487 1.479 

Cover 27.66 52.50 63.64 65.19 

AUR 
RMSE 1.698 1.543 1.470 1.462 

Cover 28.38 49.50 57.87 59.58 
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statements were utilized to construct the web of trust. The other parameters settings are similar 

to those of the previous experiment. The experimental results obtained are tabulated (Table 5.3). 

  As with the previous experiments, the proposed techniques outperform the TILD and 

TINR methods on all configurations with respect to RMSE. It is worth contrasting the 

performance of AUR and ST techniques. While at lower rating density levels(R10, R30), AUR 

schemes give a better performance, as the sparsity reduces ST schemes outperform the AUR 

scheme both in terms of accuracy as well as coverage. At reasonably dense ratings 

environments, However, ST scheme gives better quality estimations. This is the case, since the 

presence of sufficient ratings data leads to better estimation of referral trust using ST schemes. 

In fact even the òglobaló trust computation scheme, DOH, gives a slightly better performance 

than AUR at higher data density conditions (R70, R90), since DOH also relies on ratings and 

trust data for referral trust estimation.  

5.3.3 IMPACT OF TRUST PROPAGATION DEPTH 

Trust propagation limit is an important factor in the performance of recommendations based on 

trust [Yuan et al., 2010]. In this experiment we investigate the effects of trust propagation 

horizon on the relative performance of the various algorithms. To do this we retain 20 % of the 

original trust votes and 50% of the ratings. The trust propagation horizon is varied between 2 to 

5 and results so obtained are as presented in Table 5.4. 

 An important point to be observed is the improvement in performance of the referral -

functio nal trust schemes as compared to the TILD and TINR techniques with the increase in 

trust propagation horizon. When the propagation depth is set to 2 the proposed schemes 

perform worse than the simple trust propagation techniques both in terms of accuracy a s well 

as coverage. For trust propagation depth 3 the proposed schemes perform worse than TILD in 

terms of RMSE and coverage but outperform TINR. For propagation to distances above 3 the 

proposed techniques outperform the TILD and TINR schemes. This is so since with the increase 

in the path length from source to target user, indirect trust computed based on referring ability 

of intermediate users justifies trust transitivity and hence enables reaching out to better 

recommenders.  
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DENSIFIED TRUST NETWORKS AND PRUNING 

OF WEAK LINKS VIA RISK ESTIMATES   
   

The efficacy of trust links from social networks in boosting the user inter -connectivity in an 

otherwise poorly connected user group, obtained from historical preferenc e data, has recently 

led to adoption of systems exploiting both these information sources to discover user 

proximities for recommender systems(RS). However, the investigation into the utility of distrust 

in the recommendation process is in its infancy main ly due to the dearth of freely available 

datasets consisting of trust, distrust and rating information. Another reason for this is that 

earlier approaches [Prade 2007; Golbeck et al. 2003] viewed trust and distrust as two ends of a 

continuum, and were repr esented along a single dimension with distrustworthy parties 

conferred a trust value of 0 and trusted parties having a trust value of 1.  But recent research has 

revealed the existence of trust and distrust along different dimensions [Victor 2010; Guha 2004] 

and that both can separately reveal the pattern of user relationships. Both user rating data and 

friend/block list information from social networks are very sparse. This is so since any user can 

rate only a limited subset of items or users from among th e millions of ratable items/users and 

hence the idea of combining these information sources is promising and justifiable. We propose 

a collaborative filtering framework based on computing user trust by exploiting functional and 

referral trust and distrust information and user preference data. The inclusion of multiple 

sources of opinions for computing trust results in improved coverage and the trust network so 

formed can be used to infer indirect trust between entities by exploiting transitivity of trust. T he 

proposed method operates on a trust network where the trust relationship has three 

components namely, trust, distrust and ignorance [Yu et al. 2008]. We also quantify the risk in 

relying on trust statements as a function of knowledge contained in the st atement and the 

conflict in opinions about an entity and argue that pruning the trust graph by discarding risky 

and retaining reliable trust statements results in more accurate recommendations while not 

compromising on the coverage. 

Chapter 
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6.1 RECOMMENDATIONS  BASED  ON MULTIPLE INF ORMATION SOURCES  

Konstas et al. 2009, developed a track recommender systems based on data derived from 

last.fm, interlinking tags, user and items and the interrelations among the three entities are 

exploited to form links between users.   The extra knowledge provided by the userõs social 

activity was shown to improve system performance using Random Walk with Restart. A similar 

approach is proposed [Jamali et al. 2009] who propose a set of methods for inferring user 

similarity, the first o ne based on a Random Walk on trust networks which also considers user 

similarity and the second combining collaborative filtering and trust based approaches for Top -

N recommendations, conclude that the combined approaches outperform CF approaches based 

only on ratings data. Liu &Yuan 2010, focus on building a local trust network based on a gamut 

of information sources , like number of co -commented movies, number of co-commented 

people in movies and number of co-interested people in a movie by a pair of users in addition 

to trust statements issued by users. Though the inclusion of such varied information sources 

comes handy in improving user connectivity, they require content details about the items which 

may be difficult to come by in certain domains.  A new  approach, Densified Behavioral 

Network CF(D -BNCF)(Esslimani et al, 2010), exploits navigational patterns, instead of the 

ratings or social connections, to establish user similarity through a behavioral network. The 

network so constructed is densified by exploiting link prediction methods to enhance the user 

links. The D-BNCF approach is similar to the proposed approach since both attempts to 

enhance the existing user network with additional links. But D -BNCF approach only exploits 

the usage traces to construct the initial network, whereas the current approach exploits the 

availability of trust and ratings data to construct the initial user graph. Another point of 

difference is that though D -BNCF only considers similar navigational and connectivity patterns 

to infer similarity, the proposed approach models both the similar and dissimilar experiences 

between users as trust and distrust and is hence able to capture the user connections more 

vividly.  

6.2 TRUST AND D ISTRUST INFORMED RS  

The availability of the in formation regarding the set of peers distrusted by users, has recently 

led to the emergence of algorithms exploiting this additional source to refine the user links. 
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Victor et al. 2010 detail a scheme of trust assessment between unconnected parties in a trust 

network by using trust propagation and aggregation operators and explore various ways in 

which distrust information can be utilized to fine tune such a network. A friend recommender 

system in online social networks utilizes the FriendTNS (Symeonidis et  al. 2010) algorithm to 

transitively assess user trustworthiness in the presence of positive as well as negative edges. 

Though the incorporation  of distrust in addition to trust for improved recommendations has 

been previously dealt with, to the best of our knowledge, derivation of trust and distrust degree 

from the existing trust, ratings and referral trust data has not been explored before. Such 

estimation of trust and distrust degrees from the available data has several advantages. It 

allows representation of trustworthiness of an entity as a continuous value with some amount 

of trust and distrust as opposed to complete trust or distrust. This corresponds with our day to 

day experiences where the strength of our friendship links may vary from person to p erson and 

many a times we may harbor some amount of like as well as dislike for a person. Secondly the 

incorporation of referral trust in the final trust and distrust computation renders the values 

useful for referrals in addition to recommendations and th us justifies trust transitivity. And 

lastly the trust network so obtained is denser than the original trust network thus allowing 

more users to be connected.  

6.3 INFERRING INDIRECT TRUST AND D ISTRUST  

Guha et al, 2004, were one of the first ones to propose propagation schemes in the presence of 

trust and distrust. They suggested four basic trust propagation schemes namely transitivity, 

trust coupling, reciprocity and co -citation. They propose a framework utilizing both trust and 

distrust information to infe r trust between unfamiliar users. Propagation of distrust also has 

been harnessed in tackling the web spamming problem [Wu et al. 2006; Metaxas 2009] and 

combining trust and distrust has proven to be more effective in demoting spam sites than the 

sole application of trust for this purpose. Victor, 2010,  also suggest several strategies for 

inferring indirect trust in the presence of trust and distrust links in the network, which are 

based on various user behaviors when confronted with situations in which th ey collate opinions 

about strangers from friends or foes. She argues that trust or distrust building is a gradual 

process where an encounter between a pair of entities can give rise to some amount of trust as 

well as distrust on the entity and operate on t rust, distrust pairs drawn from a bilattice.  
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 Dempster Schaffer(DS) theory has been the basis of several techniques of trust and 

distrust assessment since it allows the embedding of uncertainity in the derivation process and 

one of the prominent work in th is direction has been done by [Jøsang et al.,  2006]. Subjective 

logic framework, which is based on DS theory, has been proposed to reason with trust 

information. The trustworthiness information is expressed as a four tuple (trust, distrust, 

uncertainity, base rate) and the trust network is simplified by expressing it in canonical form to 

deduce the indirect degree of trust in a distant entity.  Another popular contribution by [Yu & 

Singh 2002], in which an agent combines evidence from direct interactions with testimonies 

provided by other users regarding the same agent with the help of DS theory, has spawned 

other extensions [Matt et al. 2010; Qiu et al. 2010]. Gutscher 2009, contend that the DS theory is 

inadequate when combining conflicting evidence since  it eliminates the conflict by 

renormalization. They hence propose to represent the trustworthiness information as a four 

tuple (trust, distrust, ignorance, conflict) and develop a calculus and operators to compute 

reputation values. A similar argument is put forth in [Wang & Sun 2009] where DSmT belief 

theory, which is an extension of DS theory and which explicitly quantifies the conflict in 

evidence, is used to model trust information.  

6.4 TRUST AND RISK  

Among the various human factors impinging upon mak ing a decision in an uncertain 

environment, risk and trust are surely crucial ones [Josang & Lo Presti 2004]. Delegation of 

tasks, such as recommendations, on trusted peers naturally incurs the risk of unfavorable 

results when the trustee is unable to perform the task satisfactorily. Thus trust and risk are 

highly correlated concepts and their relationship has been extensively investigated in literature.  

 In his article interestingly titled òCan we trust trustó, Gambetta 2000, elucidates an 

example illustra ting how the decision to enter a risky transaction with a peer may depend not 

only on how trustworthy he is deemed to be but also the cost of delegating or not delegating the 

task to the person(for example the high cost of the peer not keeping his side of the bargain even 

though he is thought to be  highly trustworthy may lead to a user deciding against trusting the 

peer to perform the task at hand). A similar idea has been computationally formalized and 

presented by [Josang & Lo Presti 2004] who analyze the relationship between the concepts of 

trust and risk and derive a computational model integrating the two notions. They model the 
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trusting decision as a function of trustworthiness of a user and the risk attitudes of the trustor. 

Ref [Gray et al. 2003], leverage on the small world nature of self organizing networks to develop 

trust and risk assessment policies between entities in such networks. Trust and risk propagation 

mechanisms are outlined to assist computation of trust and risk between entities lacki ng any 

previous interactions. Techniques for trust and risk propaga tion have also been studied in [Lin 

et al. 2008] who utilize the computed trust and risk f or trusted decision mechanism. Mc. Knight 

et al. 2004, tie the concepts of high and low risk situat ions to trust and distrust and argue that 

under high risk situations the tendency towards distrust is more and low risk situations tilt the 

balance towards the optimistic trusted side.  

 The notion of risk as defined in this work however , deviates from the previous 

interpretations and quantifications of risk in several points. The risk, as defined in this work, is 

a measure of lack of reliability on the evidential trust and distrust values inferred, rather than 

the risk of interacting with an entity. Whereas  previous work view risk as a dimension separate 

from trust, the risk measure defined in our approach depends on the trust and distrust values. 

A low risk trust statement thus inspires more confidence on the trust -distrust values deduced. 

We examine various risk assessment policies and their relation to trust and distrust in greater 

detail in Section 6.6.  

6.5 PROPOSED FRAMEWORK  

In this section we describe our trust representation scheme and put forth our technique of 

enhancing the existing trust network by  appending edges based on the preference and referral 

information. We demonstrate the advantage offered by the trust network so populated in 

enhancing recommendation quality in section 6.7. 

6.5.1  TRUST REPRESENTATION  

Trust has been increasingly used in the area of recommender systems (RS) as a means to 

enhancing recommendation accuracy by leveraging on the inputs from trusted users. In 

addition to trust relationships, deduced from the friends list, the distrust information (users in 

the block list, for example) is also being utilized to protect parties from the risk of being 

exploited by malicious parties by barring such distrust worthy users from contributing towards 

recommendations. We compute the measure of trust and distrust worthiness of a user from 
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anotherõs point of view not only based on the explicitly specified friend/block list but also from 

the experiences shared by the pair of users. When employing such evidential approach to 

building a trust network, the fact that there may be several pairs of u sers who may be unaware 

of each other or may not have had a variety of common experiences, is worth considering. 

Hence, the modeling the trust relationship between such users would require the specification 

of uncertainity or ignorance. We wish to model tr ust information on belief theory as original ly 

proposed by Dempster-Shafer [Shafer, 1976]. Their theory is based on a frame of discernment ẽ 

which in our case would be  {T, ~T}. These are the set of propositions under consideration. 

 

Def inition  6.1: Let ẽ be a frame of discernment. A basic belief assignment (bba) is a function 

m:2ẽ Ą[0,1] such that m(‰)= 0  and äÌ
=

qA
Am 1)(  . 

The main idea behind belief theory is to abandon the additivity principle of probability theory 

and enable observers to assign the so-called belief mass to any frame of discernment including 

the whole frame itself. This facilitates representation of uncertainity or ignorance by assigning a 

belief mass to the whole frame [Josang et al. 2010]. Hence for the frame of discernment ẽ={T,~T} 

, m(T), m(~T) and m({T,~T}) denote the trust , distrust and the ignorance respectively and so 

m(T) + m(~T) + m({T,~T}) = 1 (6.1) 

 

m(T), m(~T) and m({T,~T}) would henceforth be referred to by t(trust), d (distrust) and 

i(ignorance) respectively. Eq. 6.1 can be re written as 

t + d+ i =1 (6.2) 

Since the amount of ignorance can be derived from trust and distrust information, we denote 

the trust relation between a pair of users by the trust and distrust pair i.e. T(A,B) = (t,d) where 

T(A,B) is the trust opinion of A about B. 

6.5.2 POPULATING THE EXTENDED TRUST NETWORK (ETN) 

We assume a system with a set of users U = { u1, u2 .. un} and a set of items I = { i1, i2, .. , im}. The 

trust network we operate on, is constructed by appending edges from user A to B, to the 

network, if either of the options below holds.  
















































































































































