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Introduction

Graphics hardware (GPUs) offers cheap parallel 

computation. Both now and with future improvements. 

Close-by-one can rapidly extract formal concepts from large 

sparse datasests. Its recursive depth first search is not suitable 

for GPU. Instead we recast it as beam search and 

demonstrate  parallel beam search on GPU.
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Future Work 

In real world examples (e.g. clustering software engineering 

modules from the Linux operating system) raw CbO repeats many 

identical sub-calculations. The GPU code (kernel Sort) detects and 

removes such repeats. Would it be worth removing repeated 

calculations in serial FCA algorithms?

Is there some “missing step”, normalisation, or pre-processing 

which should be done?

More details in technical report RN/11/18
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Results 4

Table 1: Performance on FCA benchmarks, 

random module dependency and software 

engineering datasets. 

Formal Concept Analysis on Graphics Hardware

Summary

� Beam search is a viable alternative to close-by-one (CbO)’s 

depth first search.

� Massively parallel beam search has been implemented for 

graphics hardware.

� The current CUDA implementation may suffer from 

FCA’s low computation to data ratio. (CbO’s arithmetic 

intensity is about 1).
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Figure 1: Comparison of increase in speed of 

graphics cards and CPU

Figure 6: Main FCA global data and FCA program and 

connections to host PC kernels and host PC.

Figure 2: Links from GPU chip to host computer 

via PCIe bus and to memory on the GPU board.

Figure 3: nVidia 8800 GTX (128 processors)

Figure 5: Elapse time for GPU kernels is dominated 

by Sort and Assemble. 

Figure 4: Number of closures processed in parallel 

increases rapidly with tree depth. Limit of 1.8 million 

means 45 iterations are needed for large tree of 

depth 24.
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