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Motivation:
The product selection has been efficiently solved in the literature 

through search based techniques. 
However, it is not an easy task to  configure  parameters and 

operators of these algorithms.
The use of Adaptive Operator Selection (AOS) solve this problem by 

adaptively selecting operators while the algorithm is in progress.

Goal:
Evaluating several AOS methods for the SPL testing problem.
Comparing the results to MOEA/D-DRA without AOS method, and 

with a random selection method.
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Problem

Features are functionalities of the system which are visible to the 

user.

Software Product Line (SPL) is defined as a set of products that 

share common features.

A Feature Model (FM) represents all SPL variabilities and 

commonalities in terms of “features”.

The FM is used to derive products for the SPL testing.

The number of products (test cases) that can be derived from the 

FM grows exponentially with the number of features.

It is necessary to select only the most interesting ones.



Problem

Solving the product selection for Variability Testing of Feature 

Models by applying Pairwise and Mutation Testing.

Binary encoding that represents a set of selected products (set of 

test cases).

Multiobjective approach:
Minimizing the number of selected products.

Minimizing the number of alive mutants.
Minimizing the uncovered pairs of features.



MOEA/D

MOEA/D: Multiobjective Evolutionary Algorithm based on 

Decomposition. 

It decomposes a Multiobjective Optimization Problem into sub-

problems;

Each sub-problem is simultaneously optimized using information 

from neighboring sub-problems;

The MOEA/D-DRA algorithm used a Dynamical Resource 

Allocation that  allocates more computational resources to the 

most promising sub-problems.



Adaptive Operator Selection

In this work, this algorithm dynamically selects the operators using 

Adaptive Operator Selection.

AOS is a recent paradigm that explores the dilemma “Exploration 

versus Exploitation”.

Best Operator x Not used Operator

Main concepts: Credit Assignment and Operator Selection.



Adaptive Operator Selection

Credit Assignment:
Analyzing the recent performance of an operator to define its reward.

A reward is quality measurement that verifies how good is the 
application of a particular operator.

Operator selection:
Using the reward information of the operators to decide which 

operator should be applied.



Bandit-based AOS

Multi-armed bandit problem have been the focus of several

studies by the Statistical community and offers a very clean and

simple theoretical formulation, for analyzing the exploration and

exploitation (EvE) dilemma.

Context HH MAB MAB-HH Experiments Conclusion

Multi-armed Bandit

Definition

As the probabilities and values are initially unknown to the player,
they can be interpreted as corresponding arms on a slot machine.
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Multi-armed Bandit

• The player can be seen as a gambler whose goal is to collect as 

much money as possible by pulling the arms over several turns. 

• Bandit algorithms specify a strategy to determine which arm

should be selected by the player on each turn. 

• Many efficient ways to solve the MAB problem were proposed in 

literature. 

• The Upper Confidence Bound (UCB1) algorithm is a method that

ensures asymptotic optimality in terms of cumulative regret. 



Multi-armed Bandit Selection

An UCB1 strategy is based on two components:

• The first component qh,t represents the quality of the h-th heuristic;

• The second gives an upper confidence bound based on the

number of times nh,t that the heuristic was selected. 

Context HH MAB MAB-HH Experiments Conclusion

Multi-armed Bandit Selection

UCB

An UCB-1 strategy is based on two components.

h(t) = argmaxh=1..K

 
qh,t +

s
2log

P
k nk,t

nh,t

!

Where the first component qh,t represents the quality of the h-th
heuristic a while the second one gives an upper confidence bound
based on the number of times nh,t that the heuristic was selected.
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Operator Selection

Three MAB models are used to select the operators:
UCB1 (called only UCB).

UCB-V.
UCB-Tuned.

The UCB-Tuned and UCB-V are similar to UCB, 

Confidence intervals are utilized  based on the variance of the 

operator qualities.



Credit Assignment

algorithms in a Software Engineering problem. We can see that
the algorithm MOEA/D has not been used to derive products
for testing SPLs. In fact, there are few works that use this
algorithm in the SBSE field [19]. The main motivation to
use such algorithm is that MOEA/D-DRA won the CEC 2009
MOEA contest [20] and has been considered as the state of art
MOEA. In addition to this, the use of AOS methods can reduce
test efforts, since many times, the tester is not an expert and
has no knowledge in the optimization field; ii) comparison,
through experiments, of three UCB-based methods: UCB,
UCB-Tuned, UCB-V. Experimental evaluation was conducted
with four instances extracted from SPLOT repository [21].
Such methods have been extensively studied by researchers
from the statistical field, but have been underexplored by
the evolutionary computation community. Besides, the results
generated by UCB-methods are compared to MOEA/D-DRA
in its canonical version (i.e., without AOS method), and with
a random operator selection method.

This paper is organized as follows. Section II gives
an overview of the MOEA/D framework and its variant
MOEA/D-DRA. Section III reviews AOS concepts. Section
IV briefly describes the problem, representation and objective
functions adopted, and introduces the proposed MOEA/D-
UCB approach. Section V describes how the experimental
evaluation was conducted. Section VI presents and analyzes
the results. Section VII contains related work. Section VIII
concludes the paper and discusses future works.

II. MOEA/D
The Multi-objective Evolutionary Algorithm Based on De-

composition (MOEA/D) [18] decomposes a Multi-objective
Optimization Problem (MOP) into a number of scalar opti-
mization sub-problems and optimizes them simultaneously by
evolving the population. Each sub-problem is simultaneously
optimized using mainly information from its neighboring sub-
problems [15]. The neighborhood for each sub-problem is
defined according to the Euclidean distance of its weight
vectors. The relationship of the neighbors is used for selection
of parents (mating pool) solutions and replacement of old solu-
tions (called update mechanism). The size of the neighborhood
for selection and replacement plays a vital role to exchange
information among the sub-problems.

An interesting enhancement proposed to MOEA/D is the
dynamical resource allocation. The MOEA/D-DRA (MOEA/D
with Dynamical Resource Allocation) utilizes a tournament
selection based on the utility value of each sub-problem (⇡i)
[20], to allocate the computational resources to the most
promising sub-problems. Equation 1 shows how the utility of
each sub-problem is calculated (for a minimization problem).

⇡

i
=

⇢
1, if �i

> 0.001

(0.95 + 0.05 ⇤�i
/0.001) ⇤ ⇡i

, otherwise (1)

where �i is the relative decrease of the objective function
value of sub-problem i. The sub-problems with greater �i

values have better chances of being selected [15].

The MOEA/D and MOEA/D-DRA algorithms can use any
decomposition approach. The normalized inverted Tcheby-
cheff and Weight Sum approaches are the most used. The
Weight Sum function considers a convex combination of
the different objectives [18]. In Tchebycheff function, each
subproblem can be formulated as:

Min g

te
(x | �, z⇤) = max

1jM
{�j | fj(x)� z

⇤
j | /(n⇤

j � z

⇤
j )} (2)

subject to x 2 ⌦

where g

te is the Tchebycheff function, f(x) =
(f1(x), ..., fM (x)) is the multiobjective function to
be minimized, z

⇤ is the empirical ideal point, n

⇤ is
the empirical nadir point and � = (�1, ...,�M ) is the
weight vector associated with subproblem i. A nadir point
y

⇤ = (y⇤1 , y
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⇤
3 , . . . , y

⇤
n) is the worst known solution and

is formally defined as a non-optimal reference point in the
objective space.

III. ADAPTIVE OPERATOR SELECTION

Evolutionary Algorithms (EAs) are powerful tools to solve a
large number of problems, but they demand to set a number of
control parameters and selection of genetic operators to which
the algorithm performance is sensitive. Adaptive Operator
Selection (AOS) is a recent paradigm to adaptively select
operators while the algorithm is in progress [15]. The credit
assignment and operator selection are the two main procedures
of AOS [13]. The first analyzes the recent performance of
an operator to define its reward; the second one uses reward
information of the operators, obtained in the search process,
to decide which operator should be applied next.

A. Credit Assignment

The credit assignment procedure can be divided into two
main parts. The first verifies how good was the application
of a particular operator; it is called Quality Measurement
(QM). The second part, called reward assignment, updates the
operator information and determines how to use the QM [15].

There are some ways to measure the quality of an operator,
which are usually based on the relative fitness improvement
with respect to a baseline solution (the best solution of the
population or a parent of the generated solution) [13], [14],
[15]. The credit assignment used in this work is the same
utilized in [13], [15]. In this method, the QM is computed
after the application of an operator. QM used is the Fitness
Improvement Rate (FIR) method [13] defined in Equation 3.

FIRop,t =
pfop,t � cfop,t
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where FIRop,t is the quality associated to operator op in time
t, pfop,t is the fitness associated to the parent in time t, cfop,t
is the fitness associated to the generated child in time t, gte
is the Tchebycheff function, C is the exploration/exploitation

Reward is computed as the sum of all FIR in a
sliding window
All rewards are normalized resulting in FRRop
(Fitness-Rate-Rank) rewards that are used by the
operator selection procedure.



Operator Selection
trade-off, WS is the sliding windows size, x

i is the parent
and y is the generated child [15].

The performance depends on the algorithm execution stage
(search stage). For example, at the beginning of the search, an
operator may perform better (or worse) than in the intermedi-
ate period. Hence keeping old information of the performance
of an operator may not be as interesting as knowing its recent
quality. Therefore, a sliding window is used to consider only
recent FIR information during credit assignment [15].

Rewardop that is associated to operator op is computed as
the sum of all FIR values of operator op in the sliding window,
as used in [13] and [15]. In the next step, the normalization of
the rewards occur, resulting in the FRRop (Fitness-Rate-Rank)
rewards that are used by the operator selection procedure.

B. Operator Selection

A recent work [13] explored various aspects of using an
UCB algorithm as an AOS method, and proposed an algorithm
called MOEA/D-FRRMAB that introduced a UCB based AOS
method into the MOEA/D framework. The dilemma of AOS
methods is related to the Exploration versus Exploitation
(EvE): exploitation seeks to apply the best operator at each
time, otherwise, the exploration promotes the diversification
of the operator pool, since the performance of an operator
may change at different search stages. MOEA/D-FRRMAB
[13], [15] obtained very good results and motivated our work.

In this work, three MAB models are used to select the
operators to be applied in the generation of the new indi-
viduals: UCB1 (called only UCB), UCB-V and UCB-Tuned
[14]. Among them, the most prominent is UCB. In UCB, each
operator has an empirical quality estimation, and it depends on
the number of times that it has been applied before calculating
a confidence interval. UCB-Tuned and UCB-V are similar
to UCB, but utilize confidence intervals that consider the
variance of the operator qualities [15]. The operator selection
mechanism is described in Algorithm 1. As described in [15],
the UCB and UCB-V methods provide asymptotic optimality
guarantees while both UCB-Tuned and UCB-V use the vari-
ance of rewards (�2

op).

IV. PROPOSED APPROACH

The proposed approach adopts a binary encoding. A gene
represents a product that, in the SPL testing context, is a test
case. The solution is a binary vector that represents a set of
selected products (set of test cases). When the i-th bit is equals
to 1 the product i was selected. Otherwise, i-th bit is equals
to 0. The same convention is used to represent the features
selected for a product.

Our approach is multiobjective and considers the number
of products, mutation score and pairwise coverage. Let S =
{p1, p2, p3, . . . , pm} be a problem solution generated by an
algorithm with m selected products. An objective T (S) is to
minimize the number of selected products and is computed as
following:

T (S) =

nS

nt
(4)

Algorithm 1 Pseudocode of MAB Based Operator Selection
1: if There are operators that have not been selected then
2: Randomly choose an unselected operator
3: else
4: if MAB Method == UCB then

5: SelectedOperator = argmax
op=1..K
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6: end if
7: if MAB Method == UCB-Tuned then
8: for ( doi = 0 to K)
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13: end if
14: if MAB Method == UCB-V then
15: SelectedOperator =

16: argmax
op=1..K
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17: end if

18: end if

where nS is the number of selected products in S (m), and
nt is the total number of available products to select, that can
be derived from the FM under test.

The second objective is related to the mutation score. The
goal is to minimize the number of alive mutants, defined as:

A(S) = 1� KM

M � EM

(5)

where KM is the number of mutants killed by the products
of S, M is the total number of generated mutants, and EM

is the number of equivalent mutants. In our work, this score
is provided by the tool FMTS [3]. This tool also provides the
number of products of the FM, working with FaMa [22].

The third objective is related to the pairwise coverage,
computed as:

P (S) = 1� PC

P

(6)

where PC is the number of pairs covered by S, and P is the
number of generated valid pairs. This coverage is calculated
through Combinatorial tool1. The goal is then:

minimize
S

(T (S), A(S), P (S)) (7)

A. Operators

The pool of operators is a pool of twelve low-level heuristics
(LLHs), where each operator to be selected consists in a
combination of crossover (the leftmost column) and muta-
tion (the header column) operators, as presented in Table I.
These operators were chosen because they are usually used
in the literature. Furthermore, two mutation operators were
developed, more specific to the SPL testing problem. The

1http://161.67.140.42/CombTestWeb.



Operators

Twelve operators were used.

Each operator selected consists in a combination among a 

crossover and mutation operator.

These operators are usually used in the literature.



Algorithms Used

This work uses three algorithms based on MAB models:
MOEA/D-UCB1

MOEA/D-UCB-V
MOEA/D-UCB-Tuned

In both, the MAB models were incorporated within MOEA/D-DRA 

algorithm.

When the algorithm applies an operator, this one was selected 

based on the MAB model.



Empirical Evaluation



Research Questions

RQ1: What is the best UCB-based selection method for this 

problem?

RQ2: Can the UCB-based algorithm generate better results than 

MOEA/D-DRA?

RQ3: Is there performance difference among UCB-based and 

random operator selection methods?



Feature Models Used

Four Feature Models (FM) were used in the experiments.

The greater the number of products, the more difficult the instance 

(FMs).

Instance Products Alive
Mutants Features Valid

Pairwises

JAMES 68 106 14 182

CAS 450 227 21 420

Weather 
Station 504 357 22 462

E-Shop 1152 394 22 462



Results and Analysis

RQ1: What is the best UCB-based selection method for this 

problem?

Instance MOEA/D-
UCB

MOEA/D-
UCB-Tuned

MOEA/D-
UCB-V p-value

JAMES 0.96333
(0.00032)

0.96343
(0.00027)

0.96341
(0.00030) 0.15870

CAS 0.99274
(0.00029)

0.99276
(0.00018)

0.99276
(0.00022) 0.90210

Weather 
Station

0.98966
(0.00064)

0.98968
(0.00057)

0.98962
(0.00064) 0.74460

E-Shop 0.99576
(0.00056)

0.99584
(0.00050)

0.99566
(0.00066) 0.70170

Hypervolume values



Results and Analysis

Analysis
The operator selection method does not influence on the solution and 

anyone can be chosen.
The traditional MOEA/D-UCB was chosen. Its execution time was 

slightly better than the other algorithms.



Results and Analysis

RQ2: Can the UCB-based algorithm generate better results than 

MOEA/D-DRA?
Instance MOEA/D-UCB MOEA/D-DRA p-value

JAMES 0.96329 (0.00035) 0.96322 (3.4E-4) 0.0712

CAS 0.99277 (0.00020) 0.99048 (0.00086) < 2.2E-16

Weather 
Station 0.99001 (0.00044) 0.98585 (0.00139) < 2.2E-16

E-Shop 0.99602 (0.00042) 0.97411 (0.00128) < 2.2E-16

Hypervolume for MOEA/D-
UCB and MOA/D-DRA

Instance MOEA/D-UCB MOEA/D-DRA

JAMES 10 (10) 10 (10)

CAS 36 (36) 16 (1)

Weather 
Station 35 (35) 16 (1)

E-Shop 27 (27) 3 (0)

Number of solutions in 
PFKnown and PFApprox 

for MOEA/D-UCB and 
MOA/D-DRA



Results and Analysis

Analysis
The MOEA/D-UCB algorithm outperforms the MOEA/D-DRA one.

The difference among them is more visible when the number of 
products to select increases (E-Shop).

Advantage: to reach the best results, the tester does not need to 
select the best parameters for crossover and mutation operators.



Results and Analysis

RQ3: Is there performance difference among UCB-based and 

random operator selection method?
Instance MOEA/D-UCB MOEA/D-RAND p-value

JAMES 0.96327 (0.00033) 0.96331 (0.00034) 0.9882

CAS 0.99276 (0.00021) 0.99279 (0.00020) 0.4853

Weather 
Station 0.98985 (0.00039) 0.98974 (0.00038) 0.3280

E-Shop 0.99596 (0.00048) 0.99568 (0.00064) 0.0685

Hypervolume for MOEA/D-
UCB and random operator 

selection method

Instance MOEA/D-UCB MOEA/D-RAND

JAMES 10 (10) 10 (10)

CAS 27 (19) 22 (17)

Weather 
Station 27 (21) 31 (17)

E-Shop 20 (17) 22 (8)

Number of solutions in 
PFKnown and PFApprox 

for MOEA/D-UCB and 
random operator selection 

method



Results and Analysis

Analysis
The UCB algorithm obtained similar performance to the random 

selection method.
The results show a statistical equivalence.

It is possible to conclude that the random operator selection method 
can be sufficient to reach good results.



Conclusions and Future Work



Conclusions 

This work investigates the use of MOEA/D with three UCB-based 

algorithms to derive products for SPL testing.

All the UCB-methods presented similar behavior.

MOEA/D-UCB outperformed the original MOEA/D-DRA.

MOEA/D-UCB and random operator selection method has similar 

performance.

For this problem, the use of a set of operators is enough to reach 

good solutions.



Future Works

Compare with others MOEAs and  AOS methods.

Apply others operators.

New experiments with larger SPLs.

More objectives.



Thank you!

Product Selection Based on Upper Confidence 
Bound MOEA/D-DRA for Testing Software 

Product Lines

Thiago N. Ferreira, Josiel N. Kuk, Aurora Pozo, Silvia R. Vergilio

DInf - Federal University of Paraná, Curitiba, Brazil

{tnferreira, jnkuk, aurora, silvia}@inf.ufpr.br


