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In Pržulj (2007), the formula for GDD agreement has a typo. The
j-th GDD agreement was defined [formula (5) in Pržulj (2007)] as

Aj(G,±H)=1−Dj(G, H), (1)

where ±H is a typo and it should be just:

Aj(G, H)=1−Dj(G, H) (2)

Next, Dj(G, H) was mistakenly claimed to be between 0 and 1. In
fact, this distance is between 0 and

√
2. Since it can be greater than 1

(consider, e.g. D1(G, H) where G is 5-node cycle and H is 5-node
path, see Fig. 1), formula (2) can result in negative values.
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Fig. 1. An example of two graphs G and H for which D1(G, H) > 1. For
orbit number 1 (see Fig. 1 in Pržulj (2007)), using formulas (1)–(4) from
Pržulj (2007) we can calculate for graph G that N1

G(2) = 1, and for all k �= 2,
N1

G(k) = 0, while for graph H, N1
H (1) = 4

4.5 , N1
H (2) = 0.5

4.5 , and for all k > 2,

N1
H (k) = 0. Then D1(G, H) =

√
32

4.5 >1.

Therefore, we correct the formula for D j(G, H) by simply
dividing it by

√
2:
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(3)

Dj(G, H) defined in this way is guaranteed to be between 0 and 1.
All other formulas from Pržulj (2007) remain correct. Below we
prove that Dj(G, H) defined in this way is between 0 and 1.

Proof. According to formula (3) from Pržulj (2007), Nj
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. Therefore, we can rewrite formula (3) above as
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since, according to formula (2) from Pržulj (2007),

Tj
G = ∑∞

k=1Sj
G(k). �

The upper bound of 1 for Dj(G, H) is reachable, for example, if
G is a 5-node cycle and H is a 3-node path.

We reanalyzed all the results from Pržulj (2007) and this
correction does not affect them qualitatively; there is only a small
quantitative difference in the results. Figure 2 presents the results
of the same analysis as Figure 3 from Pržulj (2007), but performed
with the formula corrected as described above. As shown in Figure 2,
the model ordering remains unchanged, with GEO-3D model being
superior to other models.

As in Pržulj (2007), to gauge the range of this agreement measure,
we computed the average agreements between various model (i.e.
theoretical) networks. For example, when comparing networks of
the same type that are of the same size and are generated with the
same parameters (ER versus ER, ER-DD versus ER-DD, SF-BA
versus SF-BA, or GEO-3D versus GEO-3D), we found that the mean
GDD agreement is the smallest for two SF networks (0.86±0.01)
and the highest for two GEO-3D networks (0.95±0.002). To verify
that our agreement measure can give low values for networks that
are very different, we also constructed a straw-man model graph
called a circulant and compared it with some actual PPI network
data. A circulant graph is constructed by adding chords to a cycle
on n nodes so that the i-th node on the cycle is connected to the
[(i+j) mod n]-th and [(i−j) mod n]-th node on the cycle. Clearly,
a large circulant with an equal number of nodes and edge density
as the data would not be very representative of a PPI network and
indeed we find that the agreement between such a circulant, with
chords defined by j ∈ {5,10,15,20,25,30}, and the data is <0.26.

The author apologizes for these mistakes.
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Fig. 2. Agreements between the 14 PPI networks and their corresponding model networks from Pržulj (2007). Labels on the horizontal axes are described in
Section 2.1 of Pržulj (2007). Averages of agreements between 25 model networks and the corresponding PPI network are presented for each random graph
model and each PPI network, i.e. at each point in the figure. As described in Section 2.3 of Pržulj (2007), the agreement between a PPI and a model network
is based on the: (A) arithmetic average of j-th GDD agreements; and (B) geometric average of j-th GDD agreements.
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