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Abstract

The purpose of this paper is twofold: first to study the predictive performance of randomized learning methods using
notions of stability, namely how much changes in the training data influence the estimated models; second, to use these
general results in order to study bootstrap methods. We first give formal definitions of stability for randomized methods, and
we prove non-asymptotic bounds on the difference between the empirical and expected error as well as the leave-one-out
and expected error of such methods that depend on their random stability. We then use these general results to study the
effects of bagging (Bootstrap Aggregating) on the stability of a learning method and to give non-asymptotic bounds on the
predictive performance of bagging. We consider bagging in the case where the base machines treat multiples copies of a
training point as one point. We also show that if bagging is done using small sub-samples of the original data, we call this
subagging, the effects on stability are larger and the bounds on the difference between empirical and expected error are
tighter.
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1 Introduction

One of the key motivations for this paper is to develop a theoretical analysis of bootstrap methods, such as bagging. These
methods are randomized, so we first develop a general theory for randomized learning methods. We then apply this theory
to the study of combinations of methods in the spirit of bagging.

Combining estimation methods instead of using a single one is an idea used by many researchers in recent years [5, 19,
20, 37, 27]. Many techniques have been designed among which the Arcing (Adaptive Resampling Combining) methods [7].
The latter consist in taking the sign of a weighted average of different base machines. Depending on the way the weights
are computed and the machines are trained, we can get two standard ensemble methods, namely bagging [5] or boosting
[19]. There has been many other practical efforts to understand the effect of bagging and particularly the difference between
bagging and boosting [30, 7, 2, 18].

Bagging is based on the idea of bootstrapping [14]. Breiman [5] used bagging to improve the generalization performance
of tree classifiers. The idea is to average (since for classification, voting and averaging the

�����������
	
output of a classifier

are the same, we use both terms indifferently) uniformly the
������������	

outputs of many classifiers that have been each
trained on a data set built from a random draw of  samples with replacement from a training set of size  . One motivation
for such a method has been given by Breiman by invoking bias and variance arguments: bagging reduces the variance
and does not increase too much the bias [5]. Hence, it reduces the sum of both which appears in a decomposition of the
generalization error or is directly related to it. The bias/variance reasoning has been applied in different contexts [5, 7, 25]
and has been discussed by Freund and Schapire [18] who pointed out some of the weaknesses of the approach.

It is important to mention that the definitions of variance vary from one author to another. Breiman in [7] gives a
definition that suits the classification context but which is not clearly related to the classical definition of the variance of a
random variable. In regression and for quadratic loss, Breiman [5] shows the link between the generalization error and a
variance which this time is the “classical” variance. Since there are many concepts named as variance, we will keep from
now on the classical meaning of this word, as it has been used by Friedman and Hall [21] and by Bühlmann and Yu [9].
These authors developed an asymptotic analysis of bagging. Focusing on particular examples such as MARS or Decision
Trees, Bühlmann and Yu compute the asymptotic variance and show that it is reduced when bagging is used.

Along with the practical considerations, the intuition given by Breiman in [5] gives an interesting insight: the effect of
bagging depends on the “stability” of the base classifier. Stability means here changes in the output of the classifier when
the training set is perturbed. If the base classifiers are stable, then bagging is not expected to decrease the generalization
error. On the other hand, if the base classifier is unstable such as decision trees, the generalization performance is supposed
to be increased with bagging.

The notion of stability that has been heuristically defined by Breiman is very close to other stability definitions that have
been used by different researchers but for other purposes. A simple special case of stability has be used in [24] to study
the bias and variance of cross validation and bootstrap error estimates [13, 15], without however giving any non-asymptotic
bounds on these errors in the general case. Devroye and Wagner [12] derived non-asymptotic bounds on the generalization
error of � -Nearest Neighbor ( � -NN) in terms of stability and showed at the same time, that � -NN as well as other local rules
are stable. Their work as well as other stability related results have been summarized in [11]. More recently, Kearns and
Ron [23] used a refined notion of stability to derive sanity check bounds: the bounds with stability are not worse than those
you can obtain from the theory of Vapnik and Chervonenkis [35, 36]. They proved that a classifier chosen from a hypothesis
space with finite VC-dimension is stable to some extent. Bousquet and Elisseeff [4] related stability and generalization
performance of many algorithms by showing that regularized learning methods are generally stable. In this paper we first
extend the results of [4] to the case of randomized learning methods, and then we apply them to the case of bagging. An
analysis of bagging using deterministic notions of stability was done in [17]. In that work an asymptotic analysis of bagging
where an infinite number of methods is combined was presented. Here we discuss the case of finite combinations using
random stability notions.

1.1 Outline of the paper

Bagging as used in practice is a randomized algorithm which requires a particular setup. To apply the same approach as
in [4] which is described in section 2, we need first to extend it to randomized algorithms (section 3). Then we prove that
stability notions for randomized algorithms can be used to control the deviation between empirical or leave-one-out error
and true error.

We then apply this stability formal setup to the analysis of bagging in section 4, where we compute the stability of
bagging and subagging methods. We thus show a formal relationship between bagging and stability as it has been previously
sketched by Breiman: bagging can increase the stability of the learning machines when these are not stable. We don’t present
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any evidence in favor of the generalization improvement of bagging. The main fact we argue is that for unstable methods
bagging decreases the difference between empirical (or leave-one-out) and test error.

We also study a variation of bagging where instead of having each machine using a sub-sample with replacement of size
equal to that of the original training set, we let each machine use only a small part (i.e. 10-50%) of the original training
data formed via random sampling without replacement. This variant has already been suggested in [9, 21, 32] and is called
subagging (Subsample Aggregating). We formally show that for subagging the bounds we get are tighter than for standard
bagging, and depend on the ratio of the size of the sub-samples to the size of the total training set.

It is interesting to note that the non-asymptotic results presented here are in agreement with the asymptotic results on
bootstrap error estimates using small sub-samples discussed in [32]. Although we do not study this here, we believe that
our results for bagging and subagging using the random hypothesis stability can be extended in order to study the relation
of the non-asymptotic accuracy of various bootstrap error estimates and the stability of a learning method in general. This
requires first an extension of our results to the case where multiple points of bootstrap samples are treated as such - and not
as single points. We leave these as open questions.

1.2 Basic notation

In the following, calligraphic font is used for sets and capital letters refer to numbers unless explicitly defined. Let � and�
be two Hilbert spaces and define ������� � . � is identified as the input space and

�
as the output space. Given a

learning algorithm � , for example linear least square estimation, we define 	�
 to be the solution of the algorithm when the
training set �� ����� ����� � ������� ��� � ��������� �  	 � �"! drawn i.i.d. from a distribution # is used. � is thus interpreted as a
function from �$! to � � ��% , the set of all functions from � to

�
, and we use the notation �"��� � �&	�
 . We denote by �('

�
the training set ���*) �+�,� obtained by removing point �-� � �����.� , and we denote �

�
the training set obtained by changing point��� � ���/�,� from � into

�1032 �4��� 0 ���506� , that is the set �-�*) ���,�879�10 . 	�
 is sometimes denoted by 	 and 	 
�: by 	 � .
For any point ��� ���;� and function 	 (real valued or binary) we denote by <��,	=�-� � �>�5� the error made when 	=�-� � is predicted

instead of
�

( < is the loss function). We also sometimes write <���	 �>�?� instead, where
� ���-� ���;� . We define the expected

error of 	 also known as generalization error (or test error, or out-of-sample error):

@BADCFEHG 	JIK�MLON G <��,	=�-� � �>�5� I �
We define as well the empirical error:

@OC !QP G 	JIR�
�

!S �UTWV <��,	=��� � � �>� � �X�

Finally we define the leave-one-out error as:

@ZY\[>[�G 	JIK�
�

!S �\TWV <��,	 
Q].: �-� �^� ���/�,�D�

Note that these errors are all functions of � . For the case of classification we use _`� �a� 	=��� ��� as the loss function < where_J�Fb � is the Heavyside function. The analysis we will do concerns classification as well as regression. For the latter we will
mainly focus on the case that < is a Lipschitzian loss function, e.g. we assume that there exist �dcfe such that for every� �>� V �>��gh� �

we have i <�� � V ���;� � <�� �/g
���;� i;jk� i � V �l�/g i . Note that the absolute value satisfies this condition with �4� �
,

whereas the square loss satisfies the condition if
�

is compact.

2 Stability and generalization for deterministic algorithms

As we mentioned in the introduction, stability has been used in machine learning and statistics since the late seventies.
Basically, all the definitions we will give follow the same intuition as what Breiman defined in his papers [6, 7]: stability
measures how the output of a learning system changes when the training set is perturbed, i.e. when one element in the
training set is removed or replaced. In this section we briefly review the results in [12, 23, 4] that show that stability is
linked to generalization. We assume here that all algorithms are symmetric, that is, their outcome does not change when the
elements in the training set are permuted. In the next section, we will extend stability concepts to the case of randomized
learning methods and remove this symmetry assumption.
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2.1 Hypothesis stability

The first notion of stability we consider has been stated in [4] and is inspired by the work of Devroye and Wagner [12]. It is
very close to what Kearns and Ron [23] defined as hypothesis stability:

Definition 2.1 (Hypothesis Stability) An algorithm � has hypothesis stability � ! w.r.t. the loss function < if the following
holds: � � � �������U� �  	�� LZ
�� N G i <��,	+
 � �1� � <��,	 
Q].: �>�?� i I8j�� !
It can be shown [11, 4] that many algorithms are stable according to this definition. Here is an example.

Example 2.1 (Hypothesis Stability of � -NN) With respect to the classification loss, � -NN is �! stable. This can be seen
via symmetrization arguments. For the sake of simplicity we give here the proof for the

�
-NN. Let � � be the neighborhood of� �

such that the closest point in the training set to any point of � � is
� �

. The nearest neighbor machine computes its output
via the following equation (we assume here that the probability that � � appears twice in the training set is negligible):

	 
 ��� � � !S �\TWV � ���
	��� : �-� �
where

�
�
is the indicator function of set � . The difference between the losses <��,	 
 �>�?� and <��,	 
 ]^: � �1� is then defined by the

set � � . Here we assume that < is the classification loss. We have then:

L N G i <��,	�
�� � �1� � <��,	 
 ]^: � �1� i I j # ��� �,�
Note that � � depends on � . Now averaging over � we need to compute L 
 G # ��� � � I which is the same for all

�
because the� �

are drawn i.i.d. from the same distribution. But, we have,

� �kL 
�� N G i 	 
 �-� � i I3� L 
�� N ������� !S �UTWV � ����	��� : ��� � ����� � � L 
�� N � !S �UT V �
	��� : �-� � �
The last equality comes from the fact that for fixed � and

�
, only one

� 	��� : �-� � is non-zero. We have then:

� �ML 
�� N � !S �\TWV ��	��� : ��� � � �  L 
 G # ��� � � I
So that: LB
 G # ��� �,� IR� V

! . And finally, the
�
-NN has a hypothesis stability bounded above by

���  .

In the following, we will say that an algorithm is stable when its stability scales like
V
! . It can be shown [4] that when an

algorithm has a hypothesis stability � ! and if for all training sets � , e$j <��,	 � �1� j�� , then the following relation between
the leave-one-out error and the expected error holds:

Theorem 2.1 (Hypothesis stability leave-one-out error bound) Let 	�
 be the outcome of a learning algorithm with hy-
pothesis stability � ! (w.r.t. a loss < such that e(j <���	 �>�?� j�� ). Then with probability

� ���
@BADCFE G 	 
 I8j @ � [ [ G 	 
 I �"! �$# V � g �&% � '� !(  (1)

The proof consists of first bounding the second order momentum of (
@JAXC^E8G 	 
 I � @)� [ [ G 	 
 I ) and then applying Chebyshev’s

inequality. So a similar bound on � @OAXC^E G 	 
 I � @)� [>[ G 	 
 I � g holds, as we plot in Figure 1 below.
Theorem 2.1 holds for any loss functions as soon as stability can be proved w.r.t. this loss function. For � -NN used for

classification, we have then with probability
� �*�

:

@ AXC^E G 	�
QIWj @ � [ [ G 	�
 I � ! �$# V % � � �(  (2)

According to this bound, for two identical leave-one-out errors, smaller generalization error should be related to smaller
� . For � -NN, the leave-one-out error seems to be more informative when the classifier is computed more “locally” (that is
with a small � ), so that leaving one point out does not change too much the decision function.
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Figure 1: Second order momentum of the difference between leave-one-out error and generalization errors for � -NN ( �9������\� ���
) on the ionosphere data set. The bars represent the 95% confidence interval for each � of a two sided �

g
test.

To illustrate this point further, we plot in figure 1 the squared difference between leave-one-out error and generalization
error for � -NN, � � �����\� ���

. The errors are computed on the UCI ionosphere data set. They are averaged over
� e�e runs, each

run consisting in splitting randomly the data set into one training set of size � � and one test set of size � ��� . The training
set is used to train the � -NN and to compute the leave-one-out errors. This experimental setting is equivalent to considering
that � is the finite ionosphere data set and # corresponds to a uniform draw without replacement of  points. For this
particular setting, we observe that � @ � @ � [>[ � g

increases for larger � which is consistent with what the stability results say.
Similar bounds can be derived for the empirical error when a slightly different notion of stability is used [4].

Definition 2.2 (Pointwise hypothesis stability) An algorithm � has pointwise hypothesis stability � ! w.r.t. the loss func-
tion < if the following holds:1 � ��� �������\� �  	�� LB
 G i <��,	�
 �>����� � <���	 
 ].: �>���,� i IWj � !

Note that the
�
-NN does not have a “good” pointwise hypothesis stability since <���	 
 �>� � � is always equal to zero. With

respect to the classification loss, the pointwise hypothesis stability corresponds then to the expectation of the leave one out
error which may not be computed a priori.

As for the case of hypothesis stability and leave-one-out error above, it can also be shown [4] that when an algorithm
has a pointwise hypothesis stability � ! and if for all training sets � , e$j <��,	 � �1� j�� , then the following relation between
the empirical error and the expected error holds:

Theorem 2.2 (Pointwise hypopthesis stability empirical error bound) Let 	 
 be the outcome of a learning algorithm
with pointwise hypothesis stability � ! (w.r.t. a loss < such that e j <���	 
 �>�?� j�� ). Then with probability

� ���
@ AXC^E G 	�
QI8j @ C !QP G 	�
 I

� ! �$# V � g � � ( �  � !(  (3)

2.2 Uniform stability

The application of bound (1) to different algorithms 	 V ���\� � 	�� with stabilities �	�! , 
B� �����U� �
, is usually done by using the

union bound [36]. Applying theorem 2.1
�

times, we get with probability
� �*�

,�

 � �������\� ����	�� @ZAXC^E8G 	 � I8j @)� [ [ G 	 � I � ! �$# V � � g �&% � '� �!(  (4)

In such situations, we would like to have a dependence in ��W� �B� so that we can have large values of
�

without increasing
the bound too much. To this end, we need a stronger notion of stability called uniform stability [4].

Definition 2.3 (Uniform Stability) An algorithm � has uniform stability � ! w.r.t. the loss function < if the following holds� � � � ! � � � � ����������� �  	���� <���	 
 ��� � � <��,	 
 ]^: ��� ����� j � ! (5)

It is easily seen that uniform stability is an upper bound on hypothesis and pointwise hypothesis stability. Uniform
stability can be used in the context of regression to get bounds as follows [4]:

Theorem 2.3 Let 	 
 be the outcome of an algorithm with uniform stability � ! w.r.t. a loss function < such that e j<���	 
 �>�;� j � , for all
� � �

and all sets � . Then, for any �� �
, and any

� � �,e � � � , the following bound holds with
probability

� ���
over the random draw of the sample � ,

@BADCFE G 	 
 IWj @OC ! P G 	 
 I
� ( � ! � ���� � ! � � � ! ��8� �����;�(  �

(6)

and @BAXC^E G 	 
 IWj @)� [ [ G 	 
 I � � ! � ���� � ! � � � ! ��W� � ���;�(  �
(7)

1We adopted the same notation for all notions of stability since it should always be clear from the context which is the referred notion.
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The dependence on
�

is � ��8� �����;� which is better than the bounds given in terms of hypothesis and pointwise hypothesis
stability.

It is important to note that these bounds hold only for regression. Uniform stability can also be used for classification
with margin classifiers to get similar bounds, but we do not pursue this here for simplicity – see [4] for more information
on how to do this. In the next section, for simplicity we also consider random uniform stability only for regression -
classification can again be treated with appropriate changes like in [4].

The notion of uniform stability may appear a little restrictive since inequality (5) has to hold over all training sets � .
Note that a weaker notion of stability has been introduced by Kutin and Niyogi [26] with related exponential bounds but its
presentation is beyond the scope of this paper.

Example 2.2 (Uniform Stability of regularization methods) Regularization–based learning algorithms such as Regular-
ization Networks (RN’s) [31] and Support Vector Machines (SVM’s) [36] are obtained by minimizing the functional

!S �\TWV <�� � � � 	=��� � ��� ��� � 	 � g�

where
� cke is a regularization parameter and

� 	 �
�

is the norm of 	 in a reproducing kernel Hilbert space associated to
a symmetric and positive definite kernel � 2�� � ���
	

– see, e.g., [38, 16, 22]. A classical example is the gaussian,� �-� � 
 � ������8� � � � � 
 �
g � (�� g �

, where
�

is a parameter controlling the width of the kernel. Depending on the loss
function used, we obtain different learning methods. RN’s use the square loss2, while SVM’s regression uses the loss<���	 ���;� � i 	 � � i � , where i �`i �Q�&i �`i ���

if i �`i5c �
, and zero otherwise3.

It can be shown [4] that for Lipschitz loss functions, the uniform stability scales as
�����

. This results is in agreement
with the fact that for small

�
, the solution tends to fit perfectly the data and Theorem 2.3 does not give an interesting

bound. On the contrary, when
�

is large the solution is more stable and Theorem 2.3 gives a tight bound. Hence, there is
a trade-off between stability and deviation between generalization and empirical error that is illustrated here by the role of
the regularization parameter

�
.

To illustrate this point, we plot in figure 2 the absolute difference between the empirical error and the generalization
error for SVM regression. The errors are computed on the UCI ionosphere data set that we consider as a regression problem
using the < V loss function. They are averaged over

� e�e runs, each run consisting in splitting randomly the data set into one
training set of size � � and one testing set of size � � � . This experimental setting is equivalent to considering that � is the
finite ionosphere data set and # corresponds to a uniform draw without replacement of  points. The bounds suggest an
increase in the difference when

�
decreases, which is what we observe. We also show the average generalization error to

show that the increase in the difference between generalization and empirical error is not due to overfitting.

Figure 2: Left: Average of the absolute difference between empirical and generalization errors for a gaussian SVM as a
function of

��� � ( �K� (log scale) on the ionosphere data set. Right: Average generalization error. The bars represent the 95%
confidence interval for each

�
of a two sided t-test.

3 Stability and generalization for randomized algorithms

The results summarized in the previous section concern only deterministic learning algorithms. For example they cannot
be applied formally to certain neural networks as well as bagging methods. In this section we extend the above notions of
stability to randomized learning algorithms and present new results which uncover the link between stability and general-
ization.

3.1 Informal reasoning

Let � be a randomized learning algorithm, that is a function from � !���� onto � � � % where � is a space containing
elements � that model the randomization of the algorithm and is endowed with a probability measure #�� . For notational

2In this case, when � is a vector in a Euclidean space with scalar product � �"!#� $ and % is the linear kernel, %&�'�(! ) $+*,�-�(!.) $ , we recover the ridge
regression method – see [22] for the discussion and connection to other methods used in Statistics.

3Note that in the statistical learning theory literature [36], SVM are usually presented in term of mathematical programming problems and the parameter/
is replaced by 01*32546�87 / $ which now appears in front of the empirical error.
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convenience, we will use the shorthand 	 
�� � as to be the outcome of the algorithm � applied on a training set � with
a random parameter � . We should distinguish between two types of randomness that are exemplified in the following
examples.

Example 3.1 (Bootstrapping once) Let ��� �������\� �  	 ! and define # � to be a multinomial distribution with parameters
�
V
!
���\� � V
!
�
. The random process models the sub-sampling with replacement of  elements from a set of  distinct elements.

An algorithm � that takes as input a training set � , performs a sub-sampling with replacement and runs a method such as
a decision tree on the sub-sampled training set is typically modeled as a randomized algorithm taking as inputs a training
set and an � � � just described. This is bagging using only one bootstrap sampling.

In this first example we see that the randomness depends on  , which is different from what the second example
describes.

Example 3.2 (Initialization weights) Let �d� G e � � I � and define # � to be the uniform distribution over � . Such a random
process appear in the initialization procedure of Neural Networks when the initial weights are chosen randomly. In the
latter case, a multi-layer perceptron can be understood as an algorithm � taking a training set and a random vector � � �
as inputs, � being here the number of weights of the Network.

We consider the following issues for the definitions of stability for randomized algorithms below:

� We give stability definitions that correspond to deterministic stability concepts when there is no randomness, i.e. �
is reduced to one element with probability

�
.

� We assume that the randomness of an algorithm (randomness of � ) is independent of the training set � , although �
may depend on the size of this set,  . There are two main reasons for this: first, it simplifies the calculations; second,
the randomness of � has generally nothing to do with the randomness of the training set � . Most of the time our
knowledge about the distribution over � is known perfectly, like in the examples above, and we would like to take
advantage of that. Adding some dependencies between � and � reduces this knowledge since nothing is assumed
about the distribution over � from which � is drawn.

� We also consider the general case that the randomization parameter � is decomposed as a vector of random parameters�"��� � V ���\� � ��� � . In this case we write � � � � drawn from a distribution # ��� to indicate the product nature of � , and� � , 
 � �����\� ���
are assumed to be random elements drawn from � independently from the same distribution # � . Notice

the slight abuse of notation for simplicity. This is used for example to model the randomization of bagging, where
each � � corresponds to one random subsampling from the data, and the

�
subsamples are all drawn independently.

We will make use of the following assumption:

Assumption 1: We assume that �h�4� � V ���U� � ��� � where � � , 
 � �����\� ���
are random elements drawn independently from

the same distribution and write � � � � to indicate the product nature of � .

This is clearly not restrictive, but instead it is more general. We use this assumption to study the case of bagging
below.

� Finally we assume that we can re-use a draw of � for different training set sizes, for example for  and  � �
. We

need this assumption for the definitions of stability below to be well defined as well as for the leave-one-out error
definition we use for randomized methods.

To develop the last issue further, let us consider how to compute a leave-one-out error estimate when the algorithm
depends on a random vector � that changes with the number of training examples. One way is to sample a new random
vector � (which in this case will concern only  � �

training points) for each fold/iteration. This is done for example
by Kearns and Ron when they introduce random error stability [23]. However this introduces more instabilities to the
algorithms whose behavior can be different not only because of changes in the training set but also because of changes in
the random part � . A more stable leave-one-out procedure for a randomized algorithm would be to fix � and to apply the
leave-one-out method only on the sampling of the training set - a determinist leave-one-out error [17]. Therefore for each
leave-one-out iteration, when we leave one point out we use the same � - modified only to take into account the removal of a
point - for the remaining  � �

points. In the case of bagging we would use the same bootstrap samples that we used when
having all  points, without the point left out, for each leave-one-out iteration. In that case, we don’t need to re-sample �
and the leave-one-out estimate concerns an algorithm that is closer to what we consider on  points.

Therefore, in what follows, keeping in mind example 3.1, we assume the following:
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Assumption 2: The same � can be applied to 	 
 and 	 
 ].: . We also consider the deterministic leave-one-out error computed
as described above.

This assumption is not restrictive about the kind of learning methods we can consider: for example both for bagging and for
neural networks the same � (i.e. subsamples for bagging or initialization of neural network weights) can be used for  and
 � �

training points.

3.2 Random hypothesis stability

The first definition we consider is inspired by the hypothesis stability for deterministic algorithms.

Definition 3.1 (Random Hypothesis Stability) A randomized algorithm � has random hypothesis stability � ! w.r.t. the
loss function < if the following holds:� � � �������U� �  	�� LZ
�� N � � � �� <��,	�
�� � �>�?� � <���	 
 ].: � � �>�?� �� � j � ! � (8)

Note that the value in the right hand side (r.h.s.) of (8) can vary for different indices
�
. If � is fixed then the random

hypothesis stability is exactly the same as the hypothesis stability except for one thing: the resulting algorithm need not be
symmetric anymore, for example because if we permute the training data different data points are selected when we sample
using a fixed � . This means that we cannot apply the results for the case of deterministic algorithms and we have to consider
different bounds on the variance of the difference between the generalization and empirical (or leave-one-out) errors. We
prove in appendix A the following lemma.

Lemma 3.1 For any (non-symmetric) learning algorithm � and loss function < such that e(j <���	 �>�?� j�� we have for the
leave-one-out error:

L 
 � � @BAXC^E � @ � [>[ � g � j ( � g


� % �


!S �UT V L 
�� N G i <���	 
 � �1� � <��,	 
 ].: � �1� i I (9)

Using Tchebychev’s inequality, this lemma leads to the following bound:

# 
 � @BAXC^E G 	 
�� � I � @)� [>[ G 	 
�� � I � � i � � j ( � g
 � g � % ��� !�\TWV L 
�� N � �� <���	 
�� � � �1� � <��,	 
 ]^: � � �>�?� �� � � �

 � g (10)

where we use the notation � G � ��� I for the expectation of
�

conditioned on
�

, and # G � i � I for the conditional probability.
By integrating equation (9) with respect to � and using the fact that ��� G �
	 G 	=� � ��� � � � I\I ���
	 � � G 	=� � ��"� I we derive the
following theorem about the generalization and leave-one-out errors of randomized learning methods:

Theorem 3.1 Let 	+
�� � be the outcome of a randomized algorithm with random hypothesis stability � ! w.r.t. a loss function< such that e(j <��,	 � �1� j � , for all
� � �

, � � � and all sets � . Then with probability
� ���

:

@ZAXC^E ��	 
�� � � j @)� [ [ G 	 
�� � I � ! �$# V ( � g �&% � '� !
�

(11)

Notice that in the case that we make Assumption 1 nothing changes since the integration of (9) w.r.t. � does not depend
on the “decomposition” nature of � made in Assumption 1.

Like in the deterministic case, it is possible to define a different notion of stability to derive bounds on the deviation
between the empirical error and the generalization error of randomized algorithms:

Definition 3.2 (Random Pointwise Hypothesis Stability) A randomized algorithm � has random pointwise hypothesis
stability � ! w.r.t. the loss function < if the following holds:� �Q� �������U� �  	��� 
 � � � �� <���	 
�� � � � � � � <��,	 
 ].: � � � � � � �� j � ! � (12)

Using the following lemma proved in appendix A,
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Lemma 3.2 For any (non-symmetric) learning algorithm � and loss function < such that e(j <���	 �>�?� j�� we have for the
empirical error,

LB
 � � @ AXC^E � @ C ! P
� g � j

( � g


� � ( �


!S �UTWV LB
 G i <���	�
 � � ��� � <��,	 
 ].: �>����� i I � (13)

We can derive as before the theorem:

Theorem 3.2 Let 	 
�� � be the outcome of a random algorithm with random pointwise hypothesis stability � ! w.r.t. a loss
function < such that e(j <��,	 � �1� j � , for all

� � �
, � � � and all sets � . Then with probability

� ���
,

@BAXC^E �,	 
 � � � j 	 C !QP G 	 
�� � I � ! � # V ( � g � � ( � '� !
�

(14)

The parallel with the deterministic case is striking. However when we consider a random space � reduced to only one
element, then the bounds we obtain here are worse since we assume non-symmetric learning algorithms.

3.3 Random uniform stability

Definition 3.3 (Uniform Stability of Randomized Algorithms) We say that a randomized learning algorithm has uniform
stability � ! w.r.t. the loss function < if, for every

� � �����U� � ��� �
 � N �� L � G <��,	 
 � � � �1� I � L � � <��,	 
 ].: � � � �1� � �� j � ! (15)

Note that this definition is consistent with Definition 2.3 which holds for deterministic symmetric learning algorithms.
To link uniform stability to generalization, the following result by McDiarmid [29], see also [11], is central.

Theorem 3.3 (Bounded Difference Inequality) Let � V ���\� � ��� � � be
�

independent random variables ( � � can be vectors,
as in Assumption 1, or scalars) drawn from the same probability distribution # � . Assume that the function

� 2 � � � 	
satisfies ��� ���� ������� � � � � ��	
 i � � � V
������� � � � � � � � � V ������� � � � # V
� � 0� � � ��� V
������� � � � � i?j� � � 
 � ��������� � �Z�

(16)

Then, for every
� c e

�������HG � � � V ������� � � � � � L � G � � � V�������� � � � � I � � IWj�� �� ��� ( � g � �S
�
TWV  g� 	1� (17)

For the next theorem we replace the
�

of theorem 3.3 with <��,	 
�� � �>�?� and require that, for every � � � ! and
� � � ,

<���	 
�� � �>�?� satisfies inequality (17). This is a mild assumption but the bounds below will be interesting only if, for
� ���

,
the  � go to zero at least as

����� �
. We will see in the next section that for begging  � ���(� �����B� .

Theorem 3.4 Let 	 
 � � be the outcome of a randomized learning algorithm satisfying Assumptions 1 and 2 with uniform
stability � ! w.r.t. the loss function < . Let  � be a function of 
 satisfying (16) (

�
being <��,	 
�� � �>�?� where � ��� � V ������� � ��� � )

and define � � �����  �  � . The following bound holds with probability at least
� �! 

with respect to a random sampling of
�-� � � � : @ ADCFE �,	�
�� � � j @ C !QP �,	+
 � � � � ( � ! �#" � � �� � !� (  � � ( � � �%$ �  ��& ( �' (18)

and, assuming that � ! # V the random uniform stability for training sets of size  � �
is greater than � ! 4, we have

@ZAXC^E �,	 
�� � � j @ � [>[ �,	 
�� � � � � ! � � � � ��'� ! # V� (  � � ( � � � � �  ��& � ( �( � (19)

4This assumption is natural: when points are added to the training set, the outcome of a learning algorithm is usually more stable. Note that bounds on)(*
can be used here so that the condition

) *,+.-0/ )(*
can be replaced by a condition on these bounds: we would require that the bounds on

)1*
are

non-increasing in 2 .
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Proof:

We first prove (18) and then show how to derive (19). Both proofs are very similar except for some calculations.

Let � �-� � � � � @BAXC^E �,	 
�� � � � @OC !QP �,	 
�� � � the random variable which we would like to bound. To this purpose,
we first show that � is close to its expectation w.r.t. � and then show how this “average” algorithm is controlled
by its stability.

For every � ���H� � � , and
�*���

, we have

i � ��� � � � � � ��� ��� � i �
����� LON G <���	 
�� � �>�?� � <���	 
�� � � �1� I � �


!S �\TWV ��<��,	 
 � � � � � � � <���	 
�� � � � � ��� �����

j LON G i <��,	 
�� � �>�?� � <���	 
�� � � �1� i I � �

!S �UTWV i <��,	 
�� � �>� � � � <���	 
�� � � � � � i �

Thus, using the definition of � � , equation (20) becomes��� ���� ������� � � � � ��	
 i � �-� � � V ������� � � � � � � ��� � � V ������� � � � # V
� � 0� � � ��� V
������� � � � � i?j ( � �
and applying Theorem 3.3 we obtain (note that � is independent of � )

# � G � ��� � � � � L � G � ��� � � � I � � iX�"IWj ������ � � g � ( � � g�	� �
We also have

#8
�� � G � �-� � � � � L � � ��� � � � � � IK�k#8
 G # � G � ��� � � � � L � � ��� � � � � � i��hI\I8j����� � � � g � ( � � g� � �
Setting the r.h.s. equal to

�
and writing

�
as a function of

�
we have that with probability at least

� �&�
w.r.t.

the random sampling of � and � :

� ��� � � � � L � � ��� � � � j � ( � � � �  ��& � ��� �5�D� (20)

We now study the behavior of
� �-� �>�?� 2 � L � G <��,	 
�� � �>�?� I w.r.t. � . We first bound the expectation of � ��� � � �

L 
�� � G � �-� � � � I � L 

� �

!S �\TWV � ��� � � � � � LBN G � �-� �>�?� I � (21)

�
�

!S �UTWV L 
 G � ��� � � � � I � L 
�� N G � ��� � �1� I (22)


���
j ( � ! � �


!S �\TWV LZ
�� � �-� ' � �>���,��� � L 
 ].: � N � � ��� ' � �>�?��� (23)


���
j ( � ! (24)

where ��� � is derived from the fact that the algorithm has a random uniform stability � ! , that is:��� �
�� N ��� � ��� � �1� � � �-� ' � � �1� ��� j � !
and ��� � comes from L 
 � � ���(' � � � � � � �kL 
Q].: � N � � �-� ' � � �1� � (it amounts to changing

� �
into

�
). We would like

now to apply theorem 3.3 to L � G � �-� � � � I . To this aim, we bound (recall that �
�
� � '

� 7 � 0
):�� L � G � �-� � � � I � L � � � �-� � � � � � �� ��������� ��� L � G <��,	 
 � � � � � � I � L � � <���	 
�: � � �>� 0 � ���� ���  
!��

� �


!S" T V � "$#T � L � G <���	 
�� � � � " � I � L � � <��,	 
 ]^: � � �>� " � �� �%�  
���
� �


!S
" TWV � "$#T8� L � � <��,	 
 ].: � � � � " � � � L � � <���	 
�: � � �>� " � �� �%�  
�&�

� L � � L N � <��,	�
�� � �>�?� � <��,	 
�: � � �>�?� � �� �%�  
�'(
������� (25)
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where � � � is bounded by
�
! , ��� � , �  � are bounded by � ! and � � � is similarly bounded by

( � ! . So that��� � 
�� N 	 � N �� L � G � �-� � � � I � L � � � ��� � � � � � �� j �
!
� ��� ! and we derive:

#8
 G L � G � �-� � � � I � � � ( � ! I8j � ��
� � (  � g

� � � ��'� ! � g��
Which implies that with probability at least

� ���
w.r.t. the random sampling of � and � :

L � G � ��� � � � I8j ( � ! � � � �� � !� (  �  ��& � ��� �5� (26)

Observe that inequalities (20) and (26) hold simultaneously with probability at least
� � ( �

. The result follows
by combining those inequalities and setting

� �  �� ( .
The proof of equation (19) follows the same reasoning except that the chain of equations (21-24) and (25) are
different. We have:

L 
 � � G � ��� � � � I � L 

� �

!S �\TWV � ��� ' � �>� � � � LON G � ��� � �1� I � (27)

�
�

!S �UTWV LB
�� N � � ��� ' � �>�?��� � LB
�� N G � �-� �>�?� I (28)

j � ! (29)

and denoting �('
� � " the set � where

�+�
and

� " have been removed, and �
�
' " the set �

�
where

� " has been
removed (for �	�� � ),�� L � G � �-� � � � I � L � � � �-� � � � � � �� ��������� � � L � � <���	 
 ].: � � �>���,� � � L � � <���	 
 ].: � � �>� 0 � ���� ���  
!��

� �


!S" T V � "$#T � L � � <���	 
 ]�
 � � �>� " � � � L � � <��,	 
 ]^:� 
 � � �>� " � �� �%�  
���
� �


!S" TWV � "$#T � L � � <��,	 
 ]^:� 
 � � �>� " � � � L � � <��,	 
 :6]�
 � � �>� " � �� ���  
!&�
� L � � L N � <��,	�
�� � �>�?� � <��,	 
 : � � �>�?� � �� �%�  
�'(

������� (30)

� � � is bounded by
�
! , ��� � and �  � are bounded by � ! # V and � � � by

( � ! . �
Like in the deterministic case discussed in section 2, similar results can be given for classification like in [4].

4 Stability of bagging and subagging

Bagging [5] and subagging [21] are randomized algorithms which work by averaging the solutions of a learning algorithm
trained several times on random subsets of the training set. We will analyze these methods within the stability framework
presented above. To this end, we need to study how bagging and subbagging “modifies” the stability of the base (underline)
learning algorithm. First let us present more formally what we mean by bagging.

4.1 Bagging

Bagging consists in training the same learning algorithm on a number
�

of different bootstrap sets of a training set � and by
averaging the obtained solutions. We denote these bootstrap sets by � � � � � for 
Q� �����\� ���

, where the � � � � � �������U� �  	 !
are instances of a random variable corresponding to sampling with replacement of  elements from the training set �
(Recall the notation in Example 3.1). Such random variables have a multinomial distribution with parameters �

V
!
���\� � V
!
�
.

The overall bagging model can thus be written as: �

�� � � �

�
�S
�
TWV 	 
 
 � 
  � (31)
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Here we assume that the base learning method ( 	 
 ) treats multiple copies of a training point (for example when many
copies of the same point are sampled) as one point5. Extending the results below to the case where multiple copies of a
point are treated as such is an open question.

The reader should also keep in mind that the base learning algorithm may be itself randomized with random parameter�
. When trained on the 
 � th bootstrap set, �9� � � � , this algorithm will output the solution 	 
 
 � 
  � � 
 . However, to simplify the

already heavy notation, we suppress the symbol
�
� .

In what follows, we compute an upper bound on the random hypothesis stability for bagging. For regression, we have
then the following proposition:

Proposition 4.1 (Random hypothesis stability of bagging for regression) Assume that the loss < is � � lipschitzian w.r.t.
its first variable. Let

�

 be the outcome of a bagging algorithm whose base machine ( 	 
 ) has (pointwise) hypothesis

stability � ! w.r.t. the < V loss function. Then the random (pointwise) hypothesis stability � ! of

�

 with respect to < is

bounded by: � ! j � !S� TWV � � � # � G � � � � � �1I
where

� � � � is the number of independent coordinates of the vector � , that is the number of distinct sampled points.

Proof:

We first focus on hypothesis stability. Let us assume first that � is fixed and
�

too. We would like to bound:

� ��� � �1� �ML � � ������� � � � � ����� < � �
�

�S
�
TWV 	 
 
 � 
  �>��� � <

� �
�

�S
�
TWV 	 
Q].: 
 � 
  �>��� ����� �

where � V
���\� � � � are i.i.d. random variables modeling the random sampling of bagging and having the same
distribution as � . Since < is � � lipschitzian, and the � � are i.i.d.,

� �-� �>�?� can be bounded as:

� ��� � �1� j �� L � � ������� � � � � ����� �S � TWV � 	 
 
 � 
  �-� � � 	 
 ].: 
 � 
  �-� � �
����� �

j � �
�S
�
TWV L � 
 ���� 	 
 
 � 
  �-� � � 	 
Q].: 
 � 
  �-� � �� � �k� L � ���� 	 
 
 �  ��� � � 	 
Q].: 
 �  �-� � �� �

To simplify the notation we denote by �9�-�9� � � �>�?� the difference between 	 
 ].: 
 �  �-� � and 	 
 
 �  �-� � .
L � G i � ��� � � � � � � i I � L � G i � ���9� � � � � � i � � ��� � � � ���� � � I

� L � G i � ���9� � � � � � i �1��� � I � L � G i � �-�9� � � � � � i � ���� � I
Note that the second part of the last line is equal to zero because when

�
is not in � , point

� �
does not belong to�9� � � and, thus, �9� � � � �(' � � � � . We conclude that� ��� � �1� j �ZL � G � ��� � � � � � � � ��� � I

We now take the average w.r.t. � and
�
:

L 
�� N G � �-� �>�?� I8j �ZL � � 
�� 	 G i � ��� � � � � � � i �?��� ��IR�k�BL � G L 
�� 	 G i � �-�9� � � � � � i I �?��� � IR�M�ZL � � � '�
 �  �1��� � � (32)

where the last equality follows by noting that L 
�� 	 G i � ���9� � � � � � i I is bounded by the hypothesis stability � '�
 � 
of a training set of size

� � � � . We now note that when averaging w.r.t. � , the important variable about � is the
size

� � � � :
L � � � '�
 �  �1��� � � � !S� TWV # � G � � � � � �1I � � L � G �?��� ��� � � � � � �1I

Now note that, by symmetry, L � G � ��� � � � � � � � �?IR� � �  . This conclude the proof for hypothesis stability. The
proof for pointwise stability is exactly the same except that in equation (32) there is no expectation w.r.t.

�
and�

is replaced by
� �

. �
5This means that if for example the underline learning algorithm is a neural network, this algorithm is modified by a preprocessing step so that the

training set consists only of distinct data points.
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The bounds we just proved depend on the quantities # � G � � � � � �1I , where, we recall that
� � � � is the number of distinct

sampled points. It can be shown, for example by applying theorem 3.3, that the random variable
� � � � is sharply concentrated

around its mode which is for � � e � % � (  . For that reason, in what follows we will assume that the previous bounds can be
approximately rewritten as: � ! j � % � ( �0� � ��� g !
Then, if ��� �

the bounds derived for the bagging predictor are better than those of the single predictor trained on the
whole training set which use the hypothesis stability for the single predictor trained on the whole training set. Notice also
that

� % � ( is the probability that the bootstrapped set will contain a specific (any) point, also used to justify the
� % � ( bootstrap

error estimates [15].
Similar results can be shown for the random (pointwise) hypothesis stability for classification. In particular:

Proposition 4.2 (Random hypothesis stability of bagging for classification) Let

�

 be the outcome of a bagging algo-

rithm whose base machine has (pointwise) hypothesis stability � ! w.r.t. the classification loss function. Then, the (point-
wise) random hypothesis stability � ! of

�

 w.r.t. the < V loss function is bounded by:� ! j ( !S� T V � � � # � G � � � � � �1I �

Proof:

The proof is the same as in the above proposition except that the loss appearing therein is the < V loss and, so,�M� �
. The functions 	 
 �  being

� ����� ����	
valued, the term:

L 
�� N G i 	 
 �-� � � 	 
 ].: �-� � i I
is equal to the term ( LZ
�� N G _`� �a� 	�
 �-� ��� � _`� �a� 	 
 ].: ��� ��� I
So that stability w.r.t. the < V loss function can be replaced by stability w.r.t. the classification loss, and the proof
can be transposed directly. �

Example 4.1 ( � -NN) As previously seen, � -NN has a hypothesis stability equal to �! such that bagging � -NN has a stability
with respect to classification loss bounded by:( !S" T V ��� " # � G � � � � � ��IR� ( !S" TWV � �" # � G � � � � � � I3� (�� !S" TWV # � G � � � � � � I
which is approximately

g �! . So bagging does not improve stability, which is also experimentally verified by Breiman [5].

The next proposition establishes the link between the uniform stability of bagging and that of the base learning algorithm
for regression. As before, classification can be treated similarly like in [4].

Proposition 4.3 (Random uniform stability of bagging for regression) Assume that the loss < is � -lipschitzian with re-
spect to its first variable. Let

�

 be the outcome of a bagging algorithm whose base machine has uniform stability � ! w.r.t.

the < V loss function. Then the random uniform stability � ! of

�

 with respect to < is bounded by:� ! j � !S� TWV � � � # � G � � � � � �1I � (33)

Proof:

The random uniform stability of bagging is given by

� ! � ��� �
�� N ����� L � � ������� � � 
 � < � �
�

�S
�
TWV 	 
 
 � 
  �>� � � <

� �
�

�S
�
TWV 	 
 ].: 
 � 
  �>� � � ����� �
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This can be bound by taking the absolute valued inside the expectation. Then, following the same lines as in
the proof of Proposition 4.1 we have:� ! j � ��� �
 � 	 � L � G � ��� � � � � � � �?��� ��I 	
where, we recall, � ��� � � � � � � � i 	 
 
 �  � 	 
 ]^: 
 �  i and function

�?��� � is equal to one if point
�

is sampled during
bootstrapping and zero otherwise. We then have� ! j � L � � ��� �
�� 	 � �9�-�9� � � � � � 	 � ��� ���
Now we observe that ��� �
�� 	 � �9�-�9� � � � � � 	 � ��� �
 
 �  � 	 � �9�-�9� � � � � � 	 � � '�
 �  �
Placing this bound in the previous one gives � ! j L � � � '�
 �  � ��� � �
The proof is now exactly the same as in the final part of Proposition 4.1. �

Example 4.2 (SVM regression) We have seen in example 2.2 that the uniform stability of a SVM w.r.t. the < V loss is
bounded by

�����
. The uniform stability of bagging SVM is then roughly bounded by e � % � ( ���

if the SVM is trained on all
bootstrap sets with the same

�
. So that the bound on the random uniform stability of a bagged SVM is better than the bound

on the uniform stability for a single SVM trained on the whole training set with the same
�

.

To illustrate the last example, we used the same experimental setting In example 2.2 and compared the average of the
absolute difference between the empirical and the generalization error of a single SVM regression and that of a bagged
SVM using the same

�
for all bootstrap sets. Figure 3 reports the results.

Figure 3: Average of the absolute difference between empirical and generalization errors for gaussian SVMs with
� � � ( �J� �e � e �����U� � � e�e (log scale) on the ionosphere data set. The bars represent the 95% confidence interval for each

�
of a two sided

t-test. The dotted line corresponds to a single SVM trained on the whole training set. The plain line is the result of bagging( e SVMs, each SVM being trained with the same
�

.

4.2 Subagging

Subagging is a variation of bagging where the sets �9� � � � � 
O� ��������� � �
are obtained by sampling � j  points from �

without replacement. Like in bagging, a base learning algorithm is trained on each set � � � � � and the obtained solutions	 
 
 � 
  are combined by average.
The proofs above can then be taken directly which gives the following upper bounds on stability for subagging:

Proposition 4.4 ((Hypothesis, Pointwise hypothesis, Uniform) Stability of subagging for regression) Assume that the loss
< is � -lipschitzian w.r.t. its first variable. Let

�

 be the outcome of a subagging algorithm whose base machine is symmetric

and has uniform (resp. hypothesis or pointwise hypothesis) stability � ! w.r.t. the < V loss function, and subagging is done by
sampling � points without replacement. Then the random uniform (resp. hypothesis or pointwise hypothesis) stability � !
of

�

 w.r.t. < is bounded by: � ! j �0� P �
For classification, we have also the following proposition, again only for hypothesis or pointwise hypothesis stability as

in section 2:

Proposition 4.5 ((Hypothesis, Pointwise hypothesis) stability of subagging for classification) Let

�

 be the outcome of

a subagging algorithm whose base machine is symmetric and has hypothesis (resp. pointwise hypothesis) stability � ! with
respect to classification loss, and subagging is done by sampling � points without replacement. Then the random hypothesis
(resp. pointwise hypothesis) stability � ! of

�

 with respect to the < V loss function is bounded by:� ! j ( � P �
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4.3 Bounds on the performance of bagging and subagging

We can now prove bounds on the performance of bagging and subagging. We present the following theorems for subagging
but the same statements holds true for bagging where P����! is replaced by � ! � TWV � � �! # � G � � � � � �?I which is roughly equal toe � % � ( ��� � ��� g ! when  is sufficiently large.

Theorem 4.1 Assume that the loss < is � -lipschitzian w.r.t. its first variable. Let

�

 be the outcome of a subagging

algorithm. Assume subagging is done with
�

sets of size � subsampled without replacement from � and the base learning
algorithm has hypothesis stability � ! and pointwise hypothesis stability � 0! , both stabilities being w.r.t. the < loss. The
following bounds hold separately with probability at least

� �! 
@ZAXC^E �

�

 � j @ � [ [ � � 
 � � !  �# V ( � g �&% � � � � P (34)

@ZAXC^E �
�

 � j @OC ! P �

�

 � � !  �# V ( � g �&% � � � � P (35)

Proof:

The inequalities follows from by plugging the result in Proposition 4.4 in Theorems 3.1 and 3.2 respectively. �
Note that, as in proposition 4.2, the same result holds for classification if we set �M� ( and � � �

.
The following theorem holds for regression. The extension to the case of classification can be done again as in [4].

Theorem 4.2 Under the same conditions above with hypothesis stability quantities replaced by the uniform stability, the
following bounds hold separately with probability at least

� �! 
in the case of regression

@ AXC^E ��	�
�� � � j @ � [ [ ��	�
�� � � � � � � P
� � � � �/�$�  �  � � � � � P� (  � � ( � �� � � �  ��& � ( �' � (36)

and @ZAXC^E ��	 
�� � � j @ C !QP �,	 
�� � � � ( � � � P
� � � � �/� � � P� (  � � ( � �� � � �  ��& ( �' (37)

Proof:

We recall that �H�&� � V ������� � � � � and introduce the notation �����&� � V ������� � � � # V
� � 0 � � ��� V
������� � � � � . Note that

i <��,	 
�� � �>�?� � <��,	 
�� � 
 � �1� i�� ������ < � �S � TWV 	 
 � � 
 �>��� � <
�	 �S� T V � � #T � 	 
 � ��
 � 	 
�� � 	 � ���

������ j � � i 	 
�� � 	 i5j �� �
Thus, the constant � � which appears in Theorem 3.4 is bounded as

� �l� ��� �� � ��	
 i <���	 
�� � �>�?� � <���	 
�� � 
 �>�?� i1j �� � �
The result then follows by using this theorem and Proposition 4.4. �

The results of this section show the following characteristics of bagging and subagging:

� The main effects of bagging and subagging are on the stability, as shown in sections 4.1 and 4.2. If, as  � �
,P����� ! � e , the empirical error of subagging converges to the expected error. Similar asymptotic results have been

shown for the bootstrap error in [32]. In the extreme case, fixing � as  � �
implies that the empirical error

converges to the expected one. The convergence is in probability when hypothesis stability is used and almost surely
for uniform stability.

� Theorem 4.2 indicates that the effects of the number of subsamples
�

is of the form
V� � , so there is no need for a

large
�

, as also observed in practice [5].
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4.4 Bias/Variance decomposition and stability

Finally we argue in this section that the bias/variance considerations used by Breiman [5] to motivate his original work on
bagging can be understood more precisely by invoking the stability concepts we developed here. We first state two results
which are important for this discussion.

Theorem 4.3 (Devroye [10]) Let 	=��� V ������� � � !
�

be a random variable depending on  i.i.d. random variables � V ���U� � � !
with the property that if �� � is a replicate of � � , � � � ����������� �  	

:��� �	 � ������� � 	 � � �	 : i 	=�-� V ������� � � ! � � 	=�-� V ������� � � � # V � �� � � � � � V ������� � � ! � i5j� �
Then we have the following bound on the variance of 	 :

Var �,	=��� V ������� � � !
��� j

�
�
!S �\TWV  g�

Theorem 4.4 (Steele [34]) Under the same hypotheses of the theorem above:

Var ��	=�-� V ���U� � � !
�>� j

�( !S �UT V � 	 � ����� � 	 � � �	 : � �,	=��� V ������� � � ! � � 	=��� V ������� � � � # V � �� � � � � � V ������� � ! ��� g �
The bias/variance discussion introduced by Breiman concerned an ideal bagging predictor defined as the average over

all possible training sets � :

�
�-� � �kL 
 G 	 
 ��� � I , which he assumed to be close to the bagging predictor. He showed that

LB
 G @ ��	�
 � IR� @ �,LZ
 G 	�
QI � � LB
�� 	 � ��	�
 � LZ
 G 	+
 I �
g
� �

We then see that, if for example the base classifier has uniform stability � ! , Theorem 4.3 gives

LB
 G @ �,	�
 � I8j @ ��LB
 G 	+
 I � � '� g! �
Thus, if 	 
 is unstable, its average error will be much larger that the error of L 
 G 	 
 I and the use of bagging should greatly
improve performance. However, note that this reasoning is not rigorous because the bagging predictor is just an estimates
of L 
 G 	 
 I . We now develop the discussion more formally to include this predictor in Eq. (31). Again when < is the square
loss, it is easy to see that

LZ
�� � G @ � � 
�� � � IR� @ � �� � � L 	 G � � ��� � ����� � ��� � I � LZ
�� 	 G � � ��� � ��� � ( ��� � � � I (38)

where we used the notation
�

�
�kL 
�� � G � 
 � � I3�kL 
�� � � 	 
 
 �  � and:

� � ��� � �	� � � ��� � � L 
 �.��L 
 � � G � 
�� � �-� � I � L � G
�

�� �+�-� � I � g � (39)

� � ��� � ��� � ( ��� � � � � L � � �,L � G
�

�� � �-� � I � �


�� � �-� �>� g � (40)

We note that Variance1 �-� � can be bounded by using Theorem 4.3 as

� � ��� � ����� � ��� � j l����
! � g
where � 
! is the uniform stability of

�

�� � . On the other hand, Theorem 4.4 implies

� � ��� � ����� � ��� � j (  � ��!
where � �! is the hypothesis stability. Next we note that by the same theorem

� � ��� � ����� ( �-� � � � j ( � g� �
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Putting all together we obtain

LB
�� � G @ � � 
 � � � I8j @ � �� � � �� � �W����� 
 
 ! � g � ( � � 
 � ! � � ( � g� �

Thus, the reasoning Breiman has followed in his original work and which was mainly about stability can here be under-
stood more formally by using the well defined notion of stability that has already been used to understand generalization
properties. In particular, if

�

 � � is the subagging algorithm the variance is controlled by � , the number of samples used by

the underline learning algorithm. By propositions 4.4, we have � ! j�� P � �  , with � P being the stability of the underline
algorithm. So, if � ! is sublinear in  , the variance always decreases with � .

So far we dealt only with the variance analysis. The bias is of
�

�
is defined by � � � � � �

�
� �kL 	 � �,	 �/�-� � � �

�
�-� �>�

g
� , where	 � is the regression function, 	 �B�kL�� G � �>�;I , the conditional average of the output. We have:

@ � �
�
� � @ ��	 � � � � � � � � �

�
�

We conclude that, for
��� � g

L 
 � � G @ � � 
�� � � I�� @ ��	 � � � � � � � � � � � � � ��� � ��� �/� � �
We expect the variance to increase with � and the bias to decrease. Thus, according to this analysis the optimal value of �
is the minimizer of the r.h.s. of the above equation. Of course, to proceed further in this study we need an estimate for the
bias.

5 Conclusion

We presented a theory of random stability for randomized learning methods. This is an extension of the existing theory
about the stability and generalization performance of deterministic (symmetric) learning methods [4]. We then applied the
theory to the case of bagging. The bounds say that both the stability of the learning methods used as well as the size of
the bootstrap subsamples (i.e. the percentage of the original training set used) are important for estimating the difference
between empirical and expected error for bagging. An important practical consequence of the bounds is that for small sub-
sampling size, the empirical error of subagging is a good indicator of the expected error for this type of bagging as shown
experimentally in [17]. Finally, in this paper we mentioned two open questions: a) how to extend the results in section 4 to
the case where the base learning methods handle multiple copies of a training point not as a single point but as many; b)
how to use the results presented here to study non-asymptotically the quality of bootstrap error estimates [13, 15]. Notice
that to answer (b) we first need to answer (a), since the bootstrap error estimate assumes multiple points are treated as such.
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A Proof of Lemma 3.1 and 3.2
Lemma A.1 For any (non-symmetric) learning algorithm � and loss function � such that �������	��
������� we have for the empirical
error, � ��� ���������� ��� *"! �$#�%��'& � #( ) * & �( #

*+ , - -
� �/.10 ���	� � 
2�

,
�3�/�4�	� � ].: 
5�

,
� 0 6 
 (41)

and for the leave-one-out error,� � � ��� ���� � �87	959:�$#�%�� & � #( )<; �( #
*+ , - -
� �>= ? .@0 �4�	� � 
5���3�/�4�	� � ].: 
5��� 0 6 (42)
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The proof of the lemma follows directly the proof that has been given in [4]. We reproduce the proof here with the changes that are
required to handle non symmetric algorithms. Before entering the core of the calculations, let us introduce some convenient notations:
we will denote by �

, �
��� 
5� � 
5� � � ��� ���	� � : 
�� ? = ? 	�� 
5� � � � (43)

the loss of an algorithm � trained on � , = � ��� 
5� � �	��
	� - 
��� 
5� , + - 
5� 
5� , � - 
��� 
2� � +.- 
5� � 
5� � � - 
��� 
5� *��
which represents the training set

�
where �

,
and �

�
have been replaced by � and � � . When ����� , it is required that ��� � � . Note that the

position of �
,

and �
�

matters here since the algorithm is not symmetric. Since we have
� , = � ���

,

2�
�
��� ��� = � ��� � 
$� � � for any �$
�� and � 
�� in� * 
��� 
 ( � , we use the notation ������� to denote �

, �
���
,

$�
�

5��� for all � and � in

� * 
��� 
 ( � . According to these notations we have:�
, �
�"! 
2�
�

5�
,
��� �4�	� � ].: 
5�

,
�

that is, we replace �
,

by the empty set when it is removed from the training set. Different tricks such as decomposing sums, renaming and
permuting variables will be used in the following calculations. Since the proofs are very technical and mostly formal, we explain here
more precisely what these steps are. Decomposing sums is the main step of the calculations. The idea is to transform a difference #��%$
into a sum # �&$'�)( �, - - # , �%# , � - ( # - �*# and # � � - �+$ ) so that the quantities #

,
�%#
, � - in the sum can be bounded by terms of the

form

� �>= ? .@0 �
, �
��� 
�
�

5�
,
� � �����

,
� 0 6 , the latter being directly related to the notion of stability we defined. Renaming variables corresponds

to simply changing the name of one variable into another one. Most of time, this change will be done between � , �
,

and �
�

using the fact
that � and the �

,
’s are independently and identically distributed so that averaging w.r.t. � is the same as w.r.t. �

,
. The last technique we

use is symmetrization. The following simple lemma will allow us to perform some symmetrization without changing significantly the
outcome of a (stable) learning algorithm.

Lemma A.2 Let � be a (non-symmetric) algorithm and let � be as defined in (43), we have: , �-�$
.���0/ � * 
��� 
 ( � #� �>= ? . 0 ������� � �
, �
���
�

5�
,

5��� 0 6 ��1 & 


� �>= ?:= ? 	 �322 � , � ��� � 
$� � 
5���3� �4����� 22 % ) � �>= ? = ? 	 �322 � , � ��� , 
2� � 
5���3� ������� 22 % � (44)

Proof:

We have:� �>= ? . 0 �4��� �3� �
, �
���
�

5�
,

2��� 0 6 � � �>= ? = ? 	 � 22 �������3� � , � ��� � 
5� � 
$��� 22 %)
� �>= ?:= ? 	 � 22 � , � ��� � 
5� � 
5���3�/� , � ��� � 
5� , 
5��� 22 % ) � �>= ?:= ? 	 � 22 � , � ��� � 
$� , 
5� � � � , � ��� � 
2� , 
5��� 22 % (45)

Since the distribution over
�

is i.i.d., integrating with respect to �
,

is the same as integrating w.r.t. �
�

or � � , and we can
swap the role of � � and �

,
in the second term of the r.h.s. , and of �

,
and �

�
in the last term.� �>= ? = ? 	 � 22 � , � ��� � 
5� � 
2� �3� � , � ��� � 
$� , 
5� � 22 %4�

� �>= ?:= ? 	 � 22 �4��� �3� � , � ��� , 
5� � 
5� � 22 % (46)� �>= ? = ? 	 �322 � , � ��� � 
5� , 
5���3� � , � ��� � 
$� , 
5� � 22 %4�
� �>= ?:= ? 	 �322 � , � ��� � 
5� � 
5���3� ������� 22 % (47)

which gives the following result:� �>= ? . 0 �4��� �3� �
, �
���
�

5�
,

2��� 0 6 � &

� �>= ? � 22 �
, �
��� � 
5�

�

2��� � �4��� � 22 % )

� �>= ? � 22 �
, �
���
,

5� � 
2��� � ������� 22 % (48)

If instead of (45) we used the following decomposition,� �>= ? . 0 �4��� �3� �
, �
���
�

5�
,

2��� 0 6 � � �>= ? = ? 	 �522 �������3� � , � ��� , 
5� � 
5��� 22 %)
� �>= ?:= ? 	 � 22 � , � ��� , 
$� � 
5� � �/���76 ��� � 
2� � ��
5��� 22 % ) � �>= ?:= ? 	 � 22 ���76 ��� � 
5� � ��
5� � � � , � ��� � 
2� , 
5��� 22 % (49)

It would have led to:� �>= ? .@0 �������3� �
, �
���
�

$�
,

5� � 0 6 � � �>= ?��522 �

, �
��� � 
2�

�

5���3� �4����� 22 % ) &

� �>= ? �522 �
, �
���
,

$� � 
$��� � ������� 22 %

Averaging the this inequality with (48), we get the final result. 8
Note that the quantity appearing in the r.h.s. of (44) can be bounded by different quantities related to pointwise hypothesis stability or to
hypothesis stability. We have indeed:� �>= ? . 0 �������3� �

, �
���
�

5�
,

2� � 0 6 � 1 �

� �>= ? .10 �
, �
��� 
5�
�

$�
,
�3� �����

,
� 0 6 )

� �>= ? .10 �
, �
���
,

5� 
2�
�
�3� �4���

�
� 0 6 � (50)

which is related to the definition of pointwise hypothesis stability and will be used when the focus is on empirical error. We have also:� �>= ? . 0 �4��� � � �
, �
���
�

5�
,

2��� 0 6 � 1 �

� �>= ? .@0 �
, �
�"! 
$�
�

5���3� �4����� 0 6 )

� �>= ? . 0 �
, �
���
,

�! 
5���3� ������� 0 6 � (51)

which is related to bounds on the leave-one-out error. Both bounds have the same structure and it will turn out that the following
calculations are almost identical for leave-one-out error and empirical error. We can now start the main part of the proofs. The notations
are difficult to digest but the ideas are simple and use only the few formal steps we have described before. We first state the following
lemma as in [4]:
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Lemma A.3 For any (non-symmetric) learning algorithm � , we have:� � � ��� ���� � � � *"! �$# % � *( #
*+, �- � - -
� �>= ? = ? 	 � �4��� � �4��� � � % � &( #

*+, �- � - -
� �>= ? . ������� �����

,
� 6 ) *( #

*+, �- � - -
� � . �4���

,
� �����
�
� 6

) *( #
*+ , - -
� �>= ?:= ? 	 � ������� �4��� � � %>� &

� �>= ? . ������� �����
,
� 6 )
� � � �����

,
�$#�% (52)

and� � � ��� ���� � �87	959 �$#2%�� *( #
*+, �- � - -
� �>= ? = ? 	 � �4����� ����� � � %>� &( #

*+, �- � - -
� �>= ? . ������� �

, �
�"! 
5�
�

5�
,
� 6

) *( #
*+, �- � - -
� � . �

, �
�"! 
5�
�

5�
,
� �
, �
���
,

�! 
$�
�
� 6

) *( #
*+ , - -
� �>= ? = ? 	 � �4��� � �4��� � � %>� &

� �>= ? . ������� �
, �
�"! 
5�
�

5�
,
� 6 )
� � � �

, �
�"! 
2�
�

5�
,
�$#�% (53)

Proof:

We have � � � � #� � � %4�
� � � � ? �������$#2%�
� �>= ? = ? 	 � �������	����� � � %

� *( #
*+, �- � - -
� �>= ?:= ? 	 � ������� �4��� � � % ) *( #

*+ , - -
� �>= ? = ? 	 � ������� ����� � � %

and also � � . � � � � � � *"! 6 � � � � � � �� *( *+ , - - �����
,
���

� *(
*+ , - -
� � . ������ �4���

,
� 6

� *(
*+ , - -
� �>= ? . ������� �4���

,
� 6

� *( #
*+, �- � - -
� �>= ? . ������� �����

,
� 6 ) *( #

*+ , - -
� �>= ? . �4����� �����

,
� 6

and also � � . ������ � 7	959 6 �
� � � ������ *( *+ , - - �

, �
�"! 
$�
�

5�
,
� �

� *(
*+ , - -
� � . �8� � � �

, �
�"! 
2�
�

5�
,
� 6

� *(
*+ , - -
� �>= ? . ������� �

, �
�"! 
2�
�

5�
,
� 6

� *( #
*+, �- � - -
� �>= ? . �4��� � �

, �
�"! 
2�
�

5�
,
� 6 ) *(

*+ , - -
� �>= ? . �4��� � �

, �
�"! 
2�
�

$�
,
� 6

Also we have � � � � #� *"! %4� *( #
*+ , - -
� � � �����

,
�$#2% ) *( #

*+, �- � - -
� � . �����

,
� �����
�
� 6

and � � � � #7	959 %4� *( #
*+ , - -
� � � �

, �
�"! 
$�
�

2�
,
�$#2% ) *( # + , �- �

� � . �4�"! 
2�
�

5�
,
� �����
,

�! 
5�
�
� 6

which concludes the proof. 8
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Let’s first formulate the first inequality of Lemma (A.3) as� � � ��� ���� � � � *"! �$#2%�� *( #
*+, �- � - -
� �>= ? = ? 	 � �4��� � �4��� � � %>� � �>= ? . �4����� ����� , � 6� ��� �

�

) *( #
*+, �- � - -
� � . �����

,
� �4���
�
� 6 � � �>= ?". ������� �����

,
� 6� ��� �

�

) *( #
*+ , - -
� �>= ?:= ? 	 � ������� �4��� � � % � &

� �>= ? . ������� �����
,
� 6 )
� � � �����

,
�$# %� ��� �

�
(54)

Using the fact that the loss is bounded by � , we have:

� �
� �>= ? = ? 	 � ������� 
 �4��� � �3� ����� , � � % ) � �>= ? . ����� , � �1����� , �3� �������$� 6� & � #

Now we rewrite 	 as � �>= ?:= ? 	 � ������� �4��� � � % � � �>= ? . ������� �4��� , � 6�
� �>= ? = ? 	 � �4��� � �4��� � �3� � , � ��� � 
5� � 
$��� � , � ��� � 
5� � 
5� � � %

where we renamed �
,

as � � in the second term. We have then:

	 �
� �>= ? = ? 	 � � �4����� � � , � ��� 
5� � 
5� �$� �4��� � � % ) � �>= ? = ? 	 � � � , � ��� 
5� � 
5���3� � , � ��� � 
5� � 
$���$� �4��� � � %)

� �>= ? = ? 	 � � ����� � � � � , � ��� � 
5� � 
5� � �$� � , � ��� � 
2� � 
5��� % (55)

Thus,

0 	 0 � 1 �
� �>= ?:= ? 	 � 22 � , � ��� � 
$� � 
5���3� �4����� 22 % (56)

Next we rewrite 
 as � � . �����
,
� �����
�
� 6 � � �>= ? . ������� �����

,
� 6 � � �>= ? = ? 	 � � , � ��� 
5� � 
5��� � , � ��� 
5� � 
5� � � � ������� �4��� , � % (57)

where we renamed �
�

as � � and �
,

as � in the first term. We have also:


 �
� �>= ? = ? 	 � � , � ��� 
$� � 
$��� � , � ��� 
5� � 
5� � � � � , � ��� � 
5� , 
5��� � , � ��� � 
5� , 
5� � � % (58)

where we renamed �
,

as � � and �
�

as �
,

in the second term. Using equation 50, we have:


 �
� �>= ? = ? 	 � � , � ��� 
$� � 
$��� � , � ��� 
5� � 
2� � � � � , � ��� , 
5� � 
2��� � , � ��� � 
5� , 
5� � � %� ��� �

� � ) 1 � �
� �>= ? .@0 �

, �
��� 
5�
�

5�
,
�3� �����

,
� 0 6 )

� �>= ? .10 �
, �
���
,

$� 
2�
�
�3� �����

�
� 0 6 � (59)

Let us focus on 
 - , we have:


 - � � �>= ?:= ? 	 � � � , � ��� 
5� � 
5� � � �/� , � ��� 
5� , 
5� � � � , � ��� 
$� � 
5��� %)
� �>= ? = ? 	 � � � , � ��� 
$� � 
2� �3� � , � ��� , 
5� � 
5� �$� � , � ��� 
5� , 
$� � � %)

� �>= ? = ? 	 � � � , � ��� 
5� , 
$� � �3� � , � ��� � 
5� , 
5� � �$� � , � ��� , 
5� � 
5��� % (60)

and


 - � � �>= ?:= ? 	 . � � , � ��� , 
5� � 
5� � � � � , � ��� , 
5� 
5� � �$� � , � ��� , 
$� � 
5� , � 6)
� �>= ?:= ? 	 . � � , � ��� , 
$� � 
5� , � � � , � ��� 
5� � 
2� , �$� � , � ��� 
5� , 
5� � � 6)

� �>= ? = ? 	 . � � , � ��� 
5� � 
$� , �3� � , � ��� , 
2� � 
5� , �$� � , � ��� � 
5� , 
2��� 6 (61)

where we replaced � by �
,
, �
,

by � and � � by �
�

in the first term, and � by �
,

and � � by �
�

and �
,

by � in the second term and, in the last
term, we renamed � � by �

,
and �

,
by �
�
. Thus,

0 
 - 0 � & �
� �>= ? .@0 �

, �
��� 
5�
�

2�
,
� �/�����

,
� 0 6 ) � � �>= ?:= ? 	 .10 � , � ��� , 
$� 
5� � �3�/�4��� � � 0 6 (62)
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Summing inequalities (56) and with the inequality on 
 derived from (62) and (59), we obtain

	 ) 
 � �4� � �>= ? . 0 �
, �
��� 
$�
�

2�
,
� �/�����

,
� 0 6 ) � � � �>= ? . 0 �

, �
���
,

5� 
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�
� � �4���

�
� 0 6

To bound 	 ) 
 , we can swap the role of � and � (note that 	 and � are under a sum and that we can permute the role of � and � in this
sum without changing anything). In that case, we obtain:

	 ) 
 � � � � �>= ? .@0 �
, �
��� 
$�
�

5�
,
�3� �����

,
� 0 6 ) �4� � �>= ? .@0 �
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���
,

5� 
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�
� � �����

�
� 0 6

Averaging over this bound and the previous one, we finally obtain:

	 ) 
 � ; � �
� �>= ? . 0 �

, �
��� 
5�
�

5�
,
� � �4���

,
� 0 6 )

� �>= ? . 0 �
, �
���
,

5� 
5�
�
� � �����

�
� 0 6 �

The above concludes the proof of the bound for the empirical error. We now turn to the leave-one-out error. The bound can be obtain in a
similar way. Actually, we notice that if we rewrite the derivation for the empirical error, we simply have to remove from the training set
the point at which the loss is computed. That is, we simply have to replace all the quantities of the form �

, �
��� 
5� � 
5� � by �

, �
�"! 
$� � 
5� � . It is

easy to see that the above results are modified in a way that gives the correct bound for the leave-one-out error.
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