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Abstract. The leave-one-out error is an important statistical estimator of the perfor-
mance of a learning algorithm. Unlike the empirical error, it is almost unbiased and is
frequently used for model selection. We review attempts aiming at justifying the use
of leave-one-out error in Machine Learning. We especially focus on the concept of
stability of a learning algorithm and show how this can be used to formally link leave-
one-out error to the generalization error. Stability has also motivated recent work on
averaging techniques similar to bagging which we briefly summarize in the paper. The
ideas we develop are illustrated in some details in the context of kernel-based learning
algorithms.

1 Introduction

Assessing the performance of different learning algorithms on a dataset is at the core of
Machine Learning. If this task is done properly, the best algorithm can be selected and the
problem of generalization is partially solved. For that reason, many studies have focused on
the design of scores that led to different model selection strategies. As examples, we could cite
techniques based on minimum description length [37], margin bounds [7], bayesian evidence
[31], metric structures [40], etc. A complete list would include many more techniques.

When it comes to practice, many practitioners use cross validation methods. This is re-
markable from two related standpoints. First, cross validation has been seldom studied in
the literature compared to some of the above mentioned techniques. Second, as described in
[27], “In spite of the practical importance of this estimate [cross validation], relatively little
is known about its theoretical properties”.

In this paper, we try to gather information about one particular instance of cross valida-
tion, namely the leave-one-out error, in the context of Machine Learning and mostly from
stability considerations. By limiting the subject, we hope to provide a consistent view and we
apologize for not quoting important works that we might miss.
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Outline of the paper

After a general discussion about leave-one-out error (Section 1), we present different analysis
trying to explain why and how this technique works (Section 2). In particular we focus on
concepts of stability which allow to derive probabilistic bounds on the generalization error
of learning algorithms. The bounds say that the difference between expected and leave-one-
out error is small when the algorithm is stable. This is discussed in Section 3 where we also
present other attempts to justify leave-one-out error. In Section 4 we illustrate the use of leave-
one-out error and stability in the context of kernel machines, a family of learning algorithms
which has gained great popularity over the past few years. In this case it is possible to derive
estimates of the leave-one-out error which only require the knowledge of the machine trained
once on the full dataset. In Section 5 we overview the use of leave-one-out error in learning
problems other than classification and regression.

Notation

In the following, calligraphic font is used for sets and capital letters refer to numbers unless
explicitly defined. Let

�
and � be two Hilbert spaces and define ��� ��� � .

�
is identified

as the input space and � as the output space. Given a learning algorithm � , we define �
	 to be
the solution of the algorithm when the training set ����
�������������������� �"!#�%$
�'&(&'&(��)+*-,.�0/
drawn i.i.d. from a distribution 1 is used. � is thus interpreted as a function from � / to �32 -
the set of all functions from

�
to � - and we use the notation: �-���4�5�6��	 . We denote by � �

the training set obtained by removing the point ���7�8�����9� from � . �:	 is sometimes denoted by
� and � 	<; by � � . The expectation with respect to (w.r.t.) the sample � is denoted by =3	?>A@CB .

For any point �������D� and function � we denote by E
���#���<� �F�G� the error made when �"���<� is
predicted instead of � ( E is the loss function). We also sometimes write E
���H�I�J� instead, where
�K�������F�G� . The generalization error of � w.r.t. loss E is

L
gen �M�N�O�P=RQS> E
���7���J�TBU&

where =RQS>V@CB denotes the expectation w.r.t. � . We define as well the empirical error w.r.t. the
same loss function by

L
emp ���W�5� $

)
/X
�AY<Z

E
�M�7�I�(�[�\&

In the paper we focus on regression, �]��^ and on binary classification, �_�`
UaK$
�($b* . In
the latter case we denote by cG�T@d� the Heavyside function and let the misclassification error of
function � be the generalization error of � w.r.t. loss cG�Tae�D�"���<�f� .

2 General observations about leave-one-out error

It seems that leave-one-out error (also called deleted estimate or U-method) has been defined
in the late sixties/mid-seventies. It appears in different papers by Lachenbruch [29], Luntz
and Brailovsky [30], Cover [10], and Stone [42]. For a learning algorithm � producing an
outcome �:	 , it is defined as
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Definition 2.1 (Leave-one-out error).

L
loo ���:	#�5� $

)
/X
�AY<Z

E
��� � �I�(���

and is supposed to be an “almost” unbiased estimate of the generalization error of �
	 . Because
it seems to share many properties with a technique called Jackknife introduced by Tukey
[43, 35], it is worth pointing out that the leave-one-out error is different. The latter concerns
indeed a learning algorithm whose output is computed on a point that has not been used
during training. The former consists in using repeatedly the whole training set but one point,
computing many estimators and combining them at the end. This combination should lead
to a new estimator whose bias is supposed to be low. The Jackknife can be used to derive
an estimate of the generalization error based on the empirical error but things are then more
complicated than for the leave-one-out error estimate (see, e.g., [36]).

The first result that is generally given to motivate the leave-one-out error is the following:

Theorem 2.1 (Luntz and Brailovsky [30]). The leave-one-out estimate is almost unbiased
in the following sense:

=e	 > L loo ����	"�8B<�P= 	 � > L gen �M��	 � �TB (1)

where � � is set of )�a $ points in � .

On average, the leave-one-out error should be relatively informative about the general-
ization error of the same algorithm when trained on ) a $ points. In practice, it is generally
admitted that removing one point of the training set does not change much the outcome of
the algorithm. In theory, such an assumption cannot be made so easily. Consider � ��� �
a training set of ) a�$ points. If we assume that ��	�� �:	 � for all training sets � , thenL

emp �M�:	#��� L
loo �M�:	#� and using the leave-one-out estimate is roughly the same as using the

empirical error. The latter however is well known to be highly biased and does not give a good
indication on the generalization performance of the algorithm. The apparent contradiction in
this reasoning could have been removed if we had defined a more precise definition of what
we mean by stable. For simplicity, let us consider until the end of the section that the learning
problem is a classification problem. We define:

Definition 2.2 (Hypothesis stability [14]). The hypothesis stability �?���b	S� of a symmetric1

learning algorithm � whose outcome is ��	 is defined as:2

�?���:	S�O� = 	
	 Q >�� E
�M�:	 �I�J�#a E
��� 	 ; ���J�
� B
& (2)

This definition captures a notion of stability that suits our purpose: if one point is removed,
the difference in the outcome of the learning algorithm will be measured by the averaged
absolute difference of the losses. We can now naturally relate the generalization error of �J	
with the one of �:	 � . We have indeed:

� =e	 > L gen ���:	S�"a L
gen �M�:	 � �8B��b��� = 	�	 Q > E
�M�:	 �I�J�#a E
����	 � �I�
�TB������?�M�:	S�

1An algorithm is said to be symmetric if its outcome, ��� , does not change when the elements of the training
set are permuted.

2Note that, since the algorithm is symmetric, when averaging over � , specifying which point is left out is
irrelevant: the r.h.s of Equation (2) is the same for all �������� ! "�$# .
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so that the bias of the leave-one-out error is bounded by the hypothesis stability of the learning
algorithm. Note that the hypothesis stability does not imply that the empirical error is close
to the leave-one-out.

The following example shows how to compute hypothesis stability for the �<a nearest
neighbor ( �7a NN) algorithm.

Example 2.1 (Hypothesis Stability of �7a NN). With respect to the classification loss, �<a NN
is �/ stable. This can be seen via symmetrization arguments. For sake of simplicity, we give
here the proof for the $
a NN only. Let �b� be the neighborhood of ��� such that the closest point
of the training set to any point in ��� is �(� . The nearest neighbor machine computes its output
via the following equation (we assume here that the probability that �S� appears twice in the
training set is negligible):

��	 ��� �5� /X
�dY<Z

�������
	�� ; �����
where ��
 is the indicator function of set � . The difference between the losses E
���b	 �I�J� and
E
��� 	 ; ���J� is then defined by the set ��� . Here we assume that E is the classification loss. We have
then:

=RQ:>�� E
��� 	 ; ���J�"a E
���:	 �I�
�
� B�� 1O���:�M� &
Note that �:� depends on � . Now averaging over � we need to compute =3	 > 1 �����M�8B which is
the same for all ! because the �'� are drawn i.i.d. from the same distribution. But, we have,

$e� = 	�	 Q >�� �:	 ��� �
� B7� = 	�	 Q
������� /X
�AY<Z

��������	�� ; ��� � ������� �P= 	
	 Q
� /X
�AY<Z

���
	�� ; ��� � � &

The last inequality comes from the fact that for fixed � and � , only one ����	�� ; ��� � is non-zero.
We have then:

$e� = 	�	 Q
� /X
�dY<Z

����	�� ; ��� � � �P) =e	 > 1 ���:�M�TBJ&
So that: = 	 > 1 �����M�8B<� Z

/ . And finally, the $
a NN has a hypothesis stability bounded above by
$���) .

Thus for nearest neighbor methods, the leave-one-out error is truly almost unbiased: for
the $ -NN, the average difference between ��	 � and ��	 is bounded by $���) . This statement
does not hold for all algorithms: when the algorithm is unstable, the use of leave-one-out
error is not recommended. Consider for instance a (quite stupid) algorithm whose outcome
is the constant function � when ) is odd and the constant function $ when ) is even. The
leave-one-out estimate would then be totally wrong. One might object that this example is
quite artificial but actually such instabilities might occur when the value of ) is small. A
hard margin support vector machine (SVM) separating 3 points in a two dimensional input
space is unstable: if one point is removed, the outcome of the SVM usually changes a lot.

Another case of failure for the leave-one-out estimate has been pointed out by Shao [41]
who studied model selection with a linear regression method. Shao proved that, asymptoti-
cally when ) tends to infinity, the probability to select the optimal model based on the leave-
one-out error is not equal to one: model selection based on leave-one-out estimate tends
to choose unnecessarily large models. This failure is not the privilege of the leave-one-out
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estimate. The latter is indeed equivalent to other criterions that inherit as well from this in-
consistency. These criterions are the Akaike information criterion [1] and Mallows’s ��� [32],
which are proved to be equivalent to leave-one-out in the particular setting of quadratic linear
regression when ) tends to infinity.

A common belief is that the leave-one-out estimate has a large variance: when different
training sets are sampled from the same distribution, the variance of the leave-one-out error
computed over these samplings is generally larger than 10-fold cross validation. This state-
ment has been observed practically by Kohavi [26]. The latter also showed examples where
leave-one-out error fails completely due to the instability of the learning algorithm. Theo-
retically, the variance of the leave-one-out error has been computed in the book of Vapnik
[44] (p.236) in the special case of a gaussian noise and for linear models. It is shown that the
variance of the leave-one-out error in this setting is equivalent to the variance of a hold-out
estimate.3

At last, except for few special cases, the leave-one-out estimate is very time-consuming.
For that reason, many works have been produced in order to derive easy-to-compute bounds.
These bounds seem however to be specific to linear models. This rules out many algorithms
for which the leave-one-out error will still be long to compute.

Despite all these handicaps, the leave-one-out estimate is used by many practitioners.
It is generally believed as to be a fairly good estimator albeit not the best and it has been
used successfully for model selection (see for instance the work of Chapelle et al. [8]). All
these facts might then seem contradictory. Following the no free lunch theorem [48], we are
tempted to conclude like Goutte [20] that leave-one-out is as bad as any other estimator but
that we have not found practical problems for which it completely fails. Coming back to
stability considerations, this observation might indicate that most methods that are currently
used by practitioners are actually stable with respect to the removal of one point in the training
set.

3 Theoretical attempts to justify the use of leave-one-out error

In the previous section we have mainly focused on basic facts that are observed from practice
or that have been deduced from the classical statistical framework. In this section, we will
present theoretical approaches that have been inspired by machine learning and which seem
to have been directed by the need to understand why this estimate was better than empirical
error.

3.1 Early work in non-parametric statistics

In the late seventies, Rogers, Devroye and Wagner wrote a series of papers about � -nearest
neighbor ( �<a NN), local, histograms and potential rules. For �<a NN and �<a local rules (i.e.
rules which compute their output from the � closest points in the training set), they derived
exponential bounds on the probability that the leave-one-out error4 deviates from the gener-
alization error [14].

3The number of points held out must be greater than # minus the dimension of the input space and under
general conditions, the training set is the same set used to compute the leave-one-out error. Note that in his book,
Vapnik uses the term ”moving control estimator” rather than leave-one-out estimate.

4Note that the leave-one-out error for ��� NN is very easy to compute.
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Theorem 3.1 (Devroye and Wagner [14]).

1 � L loo � �<a NN �#a L
gen � �<a NN ������� �����	� /�
 ��
 Z������ ��� /�
 ��
�� Z���� � �������! #"$" (3)

where %�& is the maximum number of distinct points in ^ & which can share the same nearest
neighbor.

The capacity term also called VC-dimension[45] that generally occurs in statistical learn-
ing theory bounds is replaced here by a metric concept %'& whose value seems quite difficult
to compute (see [14]). This value does not depend on ) but goes to infinity when ( tends to
infinity (it is lower bounded by the ( ). This means that such bound does not motivate the use
of �<a NN in infinite dimensional reproducing kernel Hilbert spaces, that is, �<a NN used with
kernels (see Section 4).

For more general classifiers, Devroye, Rogers and Wagner showed that:

Theorem 3.2 (Devroye et al. [13, 38]).

= 	*)[� L loo ����	"�#a L
gen �M�:	#�F�

�,+
� $

)
� 1 �8�:	.-� � 	<; �<& (4)

These results have been extended to potential function rules that include classifiers based
on Parzen window density estimators (see [15] for more details). In order to get a small
variance, this bound suggests that the stability should be small. Since with Tchebytchev’s
inequality a bound on the variance induces a bound on the difference between leave-one-
out and generalization error, it is straightforward to relate stability to generalization and to
support the common intuition that if an algorithm is stable then its leave-one-out error is close
to its generalization. Such stability considerations have been reconsidered in the late nineties
with the work of Kearns and Ron [25].

3.2 Relation to VC-theory

The work of Kearns and Ron aims at proving sanity check bounds for leave-one-out error.
They prove that the bounds derived for leave-one-out error are not worse than those derived
for empirical error. This may seem quite reassuring in the sense that theory does not say that
leave-one-out is worse than empirical error. Their result is based on the following definition
of stability:

Definition 3.1 (Error Stability [25]). We say that a deterministic (and symmetric) algorithm
� has error stability �$�NZ � � � � if:

1 ��� L gen ����	S�5a L
gen �M� 	 ; �
�0/ � � � ���WZ\&

They showed that this notion combined with another notion of “overestimating the em-
pirical error” which controls how much the leave-one-out error overestimates the empirical
error, leads to the following bound: 1324� � , with probability $ea�2 over the sampling of the
training set, assuming that ��	 is an algorithm minimizing the empirical error over a set of
functions with VC dimension ( (see [45] for an account about Vapnik Chervonenkis dimen-
sion and the theory that is derived), we have:

� L loo �M�:	S�#a L
gen ����	"� � �

57698
��( � $:�(�;:=< ��>b) �	( � � �b�

) ? �	2�& (5)
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This bound is very similar to those that are derived for the empirical error. Actually it is not
so surprising since the analysis of Kearns and Ron is based on VC-theory. They also showed
that there exists an algorithm minimizing the empirical error over a set of VC dimension( for which the left-hand side of Eq. (5) is lower bounded in �3� ( ��) � . This statement is not
contradictory with bounds on the leave-one-out error for $ -nearest neighbor. It just means that
the latter is not this algorithm. On the other hand, it shows that if a bound on the difference
between the leave-one-out and the generalization error is found then it must be very specific
on the algorithm or it will be like for the empirical error, in �3��(���) � .

Another related contribution to the theory of cross validation is by Holden [23]. Unfor-
tunately, the results do not apply to leave-one-out error and holds only for cross validation
when the fold left out is sufficiently large.

It seems that so far the best success that theory has been able to achieve for leave-one-out
error has been met by the work of Devroye, Rogers and Wagner and by the notion of stability.

3.3 Stability

Recently, stability considerations have been revisited by Bousquet and Elisseeff [5] who
proved exponential bounds for stable algorithms.

Definition 3.2 (Uniform stability [5]). Let ��	 be the outcome of a symmetric and determin-
istic learning algorithm. We define the uniform stability �?����	S� with respect to a loss function
E by

�?����	S�O�������	
� E
����	O�'& �#a EJ�M� 	<; �'& � �	� (6)

¿From this definition, it is possible to prove the following theorem:

Theorem 3.3 (Bousquet and Elisseeff [5]). Let ��	 be the outcome of an algorithm with
uniform stability �?���:	S� with respect to a loss function E such that � � EJ�M��	O���D� ��
 , for all
� , � and all set � . Then, for any ) /_$ , and any � ,�� �D�($:� , the following bound holds
with probability at least $ a
� over the random draw of the sample � ,

1 ��� L gen �M��	#�#a L
loo ���:	#� � /�� /

� �I� � ��� � /�
 ��
���� /�� ����� "$��� " � (7)

The bound presented in this theorem is interesting only if the stability �?�M�
	#� decreases as
$���)�� with � �6$�� � .

The uniform stability of regularization algorithms such as regularization networks [33]
or support vector machines [4, 45] are computed in [5]. This extends the results of Devroye,
Rogers and Wagner to other learning techniques but at the cost of a more restrictive definition
of stability. Hypothesis stability is indeed upper bounded by uniform stability and classic
algorithms such as �<a NN do not have an interesting uniform stability with respect to the
classification loss: it is equal to $ for the $
a NN. It seems however that uniform stability
is the cost to pay to get exponential bounds rather than polynomial as it is the case for the
hypothesis stability.

A less restrictive notion of stability that has been introduced lately by Kutin and Niyogi
[28] might provide a better notion than uniform stability.

Definition 3.3 (Partial stability [28]). Let ��	 be the outcome of a symmetric and determinis-
tic learning algorithm � . We say that � is � 2�� �S� partially stable with respect to a loss function
E if:

1 � 1<!O, 
U$b�'&'&'& ��)+*U� � EJ�M�:	O�'& �#a E
��� 	W; �'& � �	� ���S��/ $ a 2:& (8)
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Kutin and Niyogi have derived bounds for the empirical error but it is possible to easily
extend their results to bound the leave-one-out error as in (7), except that the uniform stability
is replaced by the partial stability. We refer the reader to [28] for more details.

We see that there exist many notions of stability that lead to bounds on the generalization
error in terms of the leave-one-out estimate. The choice of the stability measure is guided
by the desired type of bound (Chebytchev’s type with Hypothesis stability and exponential
bounds with Uniform and partial stability) and the knowledge of the learning algorithm which
might be translated into a bound over its stability. In next section, we show as an aside a way
of improving the stability of a learning algorithm by averaging techniques.

3.4 Stability of averaging techniques

Suppose that a learning algorithm � has uniform stability � / ��� � $���)�� � � � � � . When
� � $ we say that � is stable. In this case Theorem 3.3 implies that

� L gen �M�:	#�#a L
loo �M�:	#�
����� � $���� ) �\&

If � is not stable, a way to stabilize it is by averaging its solution trained on small bootstrap
subsets of the training set [17]. In particular, consider the function

� �	 ���<�O�P=��7>C���7���<�8B (9)

where =�� denotes the expectation with respect to � points sampled in � with the uniform
distribution, i.e. 	 contains � points of � obtained by uniform sampling without replacement.
When � �%) this method is Breiman’s bagging [6], this variation is named subagging. The
next theorem provides a link between the uniform stability of the average combination and
that of algorithm � .

Theorem 3.4 (Evgeniou et al. [17]). Assume that ��	 has stability � / . Then, the stability, 
� /
of the average combination

� � in Eq. (9) is bounded as


� / � �
) � � &

Therefore, the average combination is always stable in the sense that 
� / ��� �T$���) � . In
practice the average combination is replaced by a finite combination. In this case the stability
theory does not hold because of the randomization of the solution. Recent work in [16] ex-
tends the stability concepts to randomized algorithms and presents a closer look at averaging
techniques.

4 Kernel machines

In this section we focus on kernel machines [45, 18, 11, 39], a family of learning algorithms
based on reproducing kernel Hilbert spaces. We begin by recalling the main features of kernel
machines. Then, we review leave-one-out error and stability results.
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4.1 Background on kernel machines

Kernel machines are the minimizers of regularization functionals of the form:

$
)

/X
�AY<Z

E
���"������� �F���9� ��� � � � � � (10)

where � is a function
��� ^ belonging to a reproducing kernel Hilbert space (RKHS)� �

defined by a symmetric and positive definite kernel � �	� � � � ^ , and
� � � � � is the

norm of � in this space. More precisely, the RKHS is the completion of the span of the set


� �����'@d�\�F�+, � * with the inner product induced by� � �����'@d�\��� ��
\�(@d���5��� ������
f�\& (11)

Thus, if 
IZ �'&(&'& ��
�� , �
, the function � ��AY<Z�� ��� ��
8� �F�<� belongs to the RKHS and its squared

norm is � �� 	 �FY<Z�� � � ��� ��
8� ��
�� � . In particular
� � �����(@d� � � ��� �����F�<� . The next fundamental prop-

erty of
� �

follows from Equation (11):

�"���<�5� � �H��� �����'@ ��� &
for every �6, � , � ,�� . Using Cauchy-Schwartz inequality we obtain another important
property of the RKHS:

� �"���<� ��� � � �7��� �����'@d��� � � � � �
� � � �����F�<� & (12)

The RKHS norm is a measure of smoothness of the function, e.g. a Sobolev norm and, so,
the regularization parameter

� � � trades-off between small empirical error and smoothness
of the solution. A correct choice of

�
prevents from overfitting. In practice

�
is selected by

means of cross validation.
RKHS are discussed in [3]. A nice introduction relevant to kernel machines can be found

in [12]. For more information on positive definite kernels see [19].
The loss function E is assumed to be convex. Its choice determines different learning

techniques, each leading to a different learning algorithm (for computing the coefficients !"�
- see below). Important cases are regularization networks [33] and support vector machines
(SVMs) [45]. They are summarized in Table 1. When � ��^ � and � ������
f� is the euclidean
dot product and E is the square loss, we have the older ridge regression [22].

Learning method E
���7�F�G� 	 ��!"� Constraints

Regularization network ���0a �N� � ���"!��Ha Z�$# ! �� NO
SVM classification � $ a �D�N� � ! � � ��!��
� �
SVM regression � � �Ka ����a �I� � ����! �7a � �%! � � � !���� � �
Logistic regression :=<N��&('	<*)����G�N�f� +��-, ;# ! �[� � ��!��
� �

Table 1: Some kernel machines used in practice. Function .0/2143 equals / when /65�7 and zero otherwise.
Function 8 is the binary entropy: 8�.9/:1�� �;/=<?>@.9/:1 �A.$� �B/:1:<?>@. � �B/21 . Logistic regression is discussed in [24].

Under rather general conditions the solution of Equation (10) is of the form5

�#���<�5� /X
�AY<Z
! ��� �������F�<� & (13)

5For simplicity, we assume that the bias term is incorporated in the kernel C .
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The coefficients ! � in Equation (13) are learned by solving the optimization problem:� '���� � � /�AY<Z 	 � ! ���"a Z� � /� 	 �FY<Z ! ��! � � � ��� (14)

where 	 � @d� is a concave function whose form depends on E , and we used the shorthand � � � for� �����8�F�@� � . In particular, in the case of SVM classification 	 � !#�5��! if ! , > �D� � B and infinite
otherwise. Here � � $��G� ��) � � . Thus, SVMs solve the following quadratic programming
problem � '��	� � � /�dY<Z ! �7a Z� � /� 	 �FY<Z ! ��! ��� � � �

� ��

����� & &��A� � ��!���� �3�#!S��$
�(&'&'&(�F) & (15)

The points for which ! � � � are called support vectors. They are those points for which
�����"������� � $ 6.

In the case of the square loss, it can be easily verified that the coefficients !#� solve a linear
system of equations:

� � ��� )�� ��!.��� (16)

where ��� �[� Z\�(&'&'&(�F� / ) and, abusing notation, we denoted by � the ) � ) matrix with
elements � � � � � �����8�F�@� � .
4.2 Leave-one-out for the square loss

For regularization networks the ! parameters are the solution of the linear system (16). It is
then possible to use standard linear algebra results to obtain

Lemma 4.1. Let � be the minimizer of the functional in Eq. (10), where we choose E to be
the square loss and � � the minimizer of the same functional when point ! is removed from the
training set. Let �6��� � � ��� �D� � Z . Then

���Ha � � �����[�5� ���Ha �"�����[�
$ a � � � &

The interesting feature of this result is that it allows an exact computation of the leave-
one-out error on the base of the solution obtained by training on the full dataset only. The
following theorem is an immediate consequence of the lemma.

Theorem 4.1. Under the same notation of Lemma 4.1, the leave-one-out error of a regular-
ization network is

$
)

/X
�AY<Z

�[���Ha � � �������f�
�
� $

)
/X
�AY<Z

� ���Ha �"�������
$ a �e� ���

�
& (17)

When the training set is large, computing �R� � may be time consuming. In this case it is
convenient to use the generalized cross-validation approximation [46]

$
)

/X
�AY<Z

�����Ha � � �����[�f�
�
� $

)
/X
�dY<Z

5
���Ha �"�������
$ a������ �"! 
/ ? � &

For more information on generalized cross-validation see [46].

6In some special cases, which rarely occur in practice, it may be that #%$��*.'&($ 1 ��� and )�$�� 7 .
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4.3 Bounds on the leave-one-out error and stability

When the loss function in Eq. (10) is different from the square loss, the leave-one-out error
cannot be computed on the base of the solution trained on the full training set only. However,
it is possible to derive an upper bound on the error which achieves this. The derivation is
based on the following lemma:

Lemma 4.2 (Zhang [49]). Suppose function 	 in (14) is concave. Let � be the solution of (14)
and � � the solution of the same problem when point ! is removed from the training set. Then� � a � � �

�
� �%! � � � � �����8�f����� &

Now, property (12) implies that

� �#�����9�5a � � �����[�
� � � !����%� �������F���[�\& (18)

This immediately gives:

Theorem 4.2. The leave-one-out error of a kernel machine which solves problem (14) is
upper bounded as

$
)

/X
�AY<Z

E
��� � �������\������� � $
)

/X
�dY<Z

� '��� ��� � Z EJ�M�"������� ��� ! ��� �����8�F����� �������\&

In particular, for binary classification

$
)

/X
�dY<Z

cD� a ����� � �������F� � $
)

/X
�AY<Z

cD��� !����%� �������F�����#a �����"�������f� &

Similar results were derived in [24, 8] for classification. In this case, last inequality says
that a data point is counted as a leave-one-out error if it is either misclassified by � or if by
removing its contribution to � changes the classification. For SVMs, the number of leave-
one-out errors is no more than the number of support vectors. However if �%!"���%� �����8�F�������
$ , support vectors which are correctly classified are likely not to be counted as leave-one-
out errors. Thus, the leave-one-out error is close to the empirical error if ���	� $ , with
� � � � ��
 � �����F�<� . In this case the SVM is stable. Since �
� $�� � , increasing

�
increases

stability. This is something we could expect, because the larger
�

the smoother the solution.
The following result makes this intuition precise.

Theorem 4.3 (Bousquet and Elisseeff [5]). The uniform stability of a kernel machine w.r.t
the loss function E is bounded as

� / � ���
���) �

where � ������� 
 	�� � �����F�<� , and � is a constant such that � E
���7�F�G�#a E
���7���D�
� ��� � � a���� , for
every � , ^ and �H��� , � � .

Notice that the uniform stability of a kernel machines depends on how the regularization
parameter scales with ) . If

�
does not depend on ) we have � / � � �T$���) � . Usually,

however,
�

decreases with ) and the kernel machine is not stable. In this case averaging
helps to improve stability. We discussed this in section 3.4. Reference [5] contains more
information about the computation of the constant � appearing in Theorem 4.3.
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5 The use of leave-one-out error in other learning problems

Leave-one-out error is useful to study learning problems more than the standard classification
and regression ones. This section analyzes two important cases in the context of kernel-based
learning algorithms.

5.1 Transduction

The transduction problem is discussed in [45]. Like in the supervised learning problem,
we collect a training set � , but our goal is now to compute only the outputs of a finite
set � � � 
�� � Z �'&'&'& �F� �� * � � (the unlabelled set). When the size of � � is small the prob-
lem can be significantly different form the standard learning problem. An extreme case is� � � 
�� � * . In this case we only care to compute the optimal output of � � as opposed to
the problem of computing a function with optimal average performance on future data. [9]
proposes to compute the unknown outputs by minimizing the leave-one-out error of the set� � 
 ���NZ ��� ZT� �'&(&'&(�:��� / �F� / � �:��� � Z ��� �Z � �'&(&'& ����� �� �F� �� �I* . They use ridge regression with ) � E
basis function. Each base is a Gaussian centered on a data point. This is the same as using a
linear kernel � in those basis. The advantage of this approach is that the leave-one-out error
can be computed as in Equation (17). Let � � �_��� �Z �(&'&'&(�F� �� � be the outputs of the unlabelled
set, and � � the outputs assigned to the same set by means of standard ridge regression on the
training set. [9] propose to compute � � as the minimizer of

����� � � � � � % � � � a � � � �
The second term serves as a regularization term which tends to favor solutions close to the
standard ridge regression one. [9] validates this method on two datasets showing an improve-
ment w.r.t. standard ridge regression.

We remark that a related but different problem is that of learning from partially labelled
data. In this case the training set is formed of both labelled and unlabelled data and the goal
is to compute a function which does well on average. Such a system would be very useful
in real applications where labelled data are an expensive commodity. A possibility would be
to compute the outputs of the unlabelled points as before and then to retrain on the extended
training set.

5.2 Feature selection and rescaling

In feature selection and rescaling, an additional set of parameters � is introduced which mul-
tiplies the coordinate of � (we assume here

� � ^ � ) and the goal is to compute the optimal
value of these parameters. In feature selection � , 
��D�'$b* � , while in feature rescaling � , ^ � .
We focus on the second problem. This also serves as an intermediate step to solve the first
problem, since we can select the features whose computed scaling parameters are larger than
a threshold.

[8] discusses feature rescaling with SVMs for binary classification. Their algorithm con-
sists of (usually) few iterations with a stopping criteria. First the SVM is trained on the initial
data. Then, the scaling parameters are updated by performing a gradient step so that leave-
one-out error decreases. These two steps are then repeated till a minimum of the leave-one-out
error is reached. An interesting finding was that rather simplified leave-one-out bounds are
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sufficient for computing a good solution. In particular the bounds in Theorem 4.2 can be fur-
ther upper bounded by

L � � � � � � , where
L �

is the maximum value of � �����F�<� among the set
of support vectors. This has also the advantage that

L � � � � � � can be differentiated exactly a
see [8] for more details. [47] contains more experiments on the feature selection problem.
[21] discusses a similar feature selection method which is applied to image classification
problems.

Note that the leave-one-out bounds may be also useful to adapt/build a kernel function
in a way similar to the feature selection problem. For example the kernel function could be
a convex combination of some known kernel functions. Then, the coefficients in the con-
vex combination could be computed by means of the algorithm above, with an additional
positivity constraint.

6 Discussion

We have reviewed existing results on the leave-one-out error in Machine Learning. In particu-
lar we discussed attempts aimed at relating leave-one-out error to generalization error. These
attempts may or may not explain the success of leave-one-out error in practical problems, but
we hope at least they will motivate further studies on this interesting topic.

6.1 Sensitivity analysis, stability, and learning

Leave-one-out error and stability are a “specific” instance of the more general problem of
studying how the solution of learning algorithm changes in response to some perturbations
of its parameters.

The leave-one-out perturbation consists in removing one point from the training set. The
results in Section 3 indicate that there is a general relation between the stability of a learning
algorithm and its generalization error. Other kind of perturbations may be important to better
understand the properties of the learning algorithm, both statistical and numerical. [34] stud-
ies how the SVM solution changes when the regularization parameter is modified but it would
be also interesting to know the sensitivity of the solution w.r.t. modification of the outputs of
the training points, kernel parameters, etc.

6.2 Open problems

We conclude with few open questions.

Question 1 (consistency of leave-one-out error) We have seen that stability considerations
provide, for a fixed algorithm, sufficient conditions for the leave-one-out error to tend to
the generalization error. What are the general necessary conditions? The answer would
give interesting insights into which properties of an algorithm are required for its leave-
one-out estimate to be close to its generalization error.

Question 2 (empirical stability) Can we use leave-one-out error to say something practical
about stability? In particular, is the difference between leave-one-out error and training er-
ror a good estimator of the “stability” of a learning algorithm? An answer to this question
would also help to apply the stability bounds to other learning algorithms such as neural
networks and decision trees where it seems difficult to compute hypothesis stability.
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Question 3 (stability and invariances) Is there a way to incorporate prior knowledge via
stability? For instance, would it help to add virtual inputs and to constraint the algorithm
to be very stable on these new inputs, e.g. when one point is removed from the training
set, the algorithm should give the same output on the virtual samples.

Acknowledgements: Alessio Ceroni read the paper and made useful remarks.
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