A function representation for learning in Banach spaces
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Abstract. Kernel–based methods are powerful for high dimensional function representation. The theory of such methods rests upon their attractive mathematical properties whose setting is in Hilbert spaces of functions. It is natural to consider what the corresponding circumstances would be in Banach spaces. Led by this question we provide theoretical justifications to enhance kernel–based methods with function composition. We explore regularization in Banach spaces and show how this function representation naturally arises in that problem. Furthermore, we provide circumstances in which these representations are dense relative to the uniform norm and discuss how the parameters in such representations may be used to fit data.

1 Introduction

Kernel–based methods have in recent years been a focus of attention in Machine Learning. They consist in choosing a kernel $K : D \times D \to \mathbb{R}$ which provides functions of the form

$$
\sum_{j \in \mathbb{Z}_m} c_j K(x_j, \cdot)
$$

whose parameters $D_m = \{x_j : j \in \mathbb{Z}_m\} \subseteq D$ and $c = \{c_j : j \in \mathbb{Z}_m\} \subset \mathbb{R}$ are used to learn an unknown function $f$. Here, we use the notation $\mathbb{Z}_m = \{0, \ldots, m-1\}$. Typically $K$ is chosen to be a reproducing kernel of some Hilbert space. Although this is not required, it does provide (1.1) with a Hilbert space justification. The simplicity of the functional form (1.1) and its ability to address \textit{efficiently high dimensional} learning tasks make it very attractive. Since it arises from Hilbert space considerations it is natural to inquire what may transpire in other Banach spaces. The goal of this paper is to study this question, especially learning algorithms based on regularization in a Banach space. A consequence
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of our remarks here is that function composition should be introduced in the representation (1.1). That is, we suggest the use of the nonlinear functional form

$$\phi \left( \sum_{j \in \mathbb{Z}_m} c_j g_j \right)$$

(1.2)

where $\phi : \mathbb{R} \to \mathbb{R}$ and for $j \in \mathbb{Z}_m$, $g_j : D \to \mathbb{R}$ are prescribed functions, for example (but not necessarily so) $g_j = K(x_j, \cdot)$. In section 2 we provide an abstract framework where in a particular case the functional form (1.2) naturally arises. What we say here is a compromise between the generality in which we work and our desire to provide useful functional forms for Machine Learning.

We consider the problem of learning a function $f$ in a Banach space from a set of continuous linear functionals $L_j(f) = y_j$, $j \in \mathbb{Z}_m$. Typically in Machine Learning there is available function values for learning, that is, the $L_j$ are point evaluation functionals. However, there are many practical problems where such information is not readily available, for example tomography or EXAFS spectroscopy, [15]. Alternatively, it may be of practical advantage to use “local” averages of $f$ as observed information. This idea is investigated in [23, c. 8] in the context of support vector machines. Perhaps, even more compelling is the question of what may be the “best” $m$ observations that should be made to learn a function. For example, is it better to know function values or Fourier coefficients of a periodic function? These and related questions are addressed in [18] and lead us here to deal with linear functionals other than function values for Machine Learning.

We are especially interested in the case when the samples $y_j, j \in \mathbb{Z}_m$ are known to be noisy so that it is appropriate to estimate $f$ as the minimizer in some Banach space of a regularization functional of the form

$$E(f) := \sum_{j \in \mathbb{Z}_m} Q(y_j, L_j(f)) + H(||f||)$$

(1.3)

where $H : \mathbb{R}_+ \to \mathbb{R}_+$ is a strictly increasing function, and $Q : \mathbb{R} \times \mathbb{R} \to \mathbb{R}_+$ is some prescribed loss function. If the Banach space is a reproducing kernel Hilbert space, the linear functionals $L_j, j \in \mathbb{Z}_m$ are chosen to be point evaluations. In this case a minimizer of (1.3) has the form in equation (1.1), a fact which is known as the represent theorem, see e.g. [22, 25], which we generalize here to any Banach space.

We note that the problem of minimizing a regularization functional of the form (1.3) in a finite dimensional Banach has been considered in the case of support vector machines in [1] and in more general cases in [26]. Finite dimensional Banach spaces have been also considered in the context of on-line learning, see e.g. [9]. Learning in infinite dimensional Banach spaces has also been considered. For example, [7] considers learning a univariate function in $L_p$ spaces, [2] addresses learning in non-Hilbert spaces using point evaluation with kernels, and [24, 6] propose large margin algorithms in a metric input space by embedding this space into certain Banach spaces of functions.
Since the functions (1.2) do not form a linear space as we vary \( c \in \mathbb{R}^m \), we may also enhance them by linear superposition to obtain functions of the form
\[
\sum_{j \in \mathbb{Z}_n} a_j \phi \left( \sum_{k \in \mathbb{Z}_m} c_{jk} g_k \right)
\]
where \( \{a_j : j \in \mathbb{Z}_n\} \subset \mathbb{R} \) and \( \{c_{jk} : j \in \mathbb{Z}_n, k \in \mathbb{Z}_m\} \subset \mathbb{R} \) are real-valued parameters. This functional form has flexibility and simplicity. In particular, when the functions \( \{g_j : j \in \mathbb{Z}_{m+1}\} \) are chosen to be a basis for linear functions on \( \mathbb{R}^m \), (1.4) corresponds to feed-forward neural networks with one hidden layer, see for example [12].

In section 3 we address the problem of when functions of the form in equation (1.4) are dense in the space of continuous functions in the uniform norm. Finally, in section 4 we present some preliminary thoughts about the problem of choosing the parameters in (1.4) from prescribed linear constraints.

2 Regularization and minimal norm interpolation

Let \( \mathcal{X} \) be a Banach space and \( \mathcal{X}^* \) its dual, that is, the space of bounded linear functionals \( L : \mathcal{X} \to \mathbb{R} \) with the norm \( ||L|| := \sup \{L(x) : ||x|| \leq 1\} \). Given a set of examples \( \{(L_j, y_j) : j \in \mathbb{Z}_m\} \subset \mathcal{X} \times \mathbb{R} \) and a prescribed function \( V : \mathbb{R}^m \times \mathbb{R}_+ \to \mathbb{R} \) which is strictly increasing in its last argument (for every choice of its first argument) we consider the problem of minimizing the functional \( E : \mathcal{X} \to \mathbb{R} \) defined for \( x \in \mathcal{X} \) as
\[
E(x) := V \left( (L_j(x) : j \in \mathbb{Z}_m), ||x|| \right)
\]
over all elements \( x \) in \( \mathcal{X} \) (here \( V \) contains the information about the \( y_j \)). A special case of this problem is covered by a functional of the form (1.3). Suppose that \( x_0 \) is the solution to the above problem, \( x \) is any element of \( \mathcal{X} \) such that \( L_j(x) = y_j, j \in \mathbb{Z}_m \) where we set \( y_j := L_j(x_0), j \in \mathbb{Z}_m \). By the definition of \( x_0 \) we have that
\[
V(y, ||x_0||) \leq V(y, ||x||)
\]
and so
\[
||x_0|| = \min \{||x|| : L_j(x) = y_j, j \in \mathbb{Z}_m, x \in \mathcal{X}\}.
\]
This observation is the motivation for our study of problem (2.6) which is usually called minimal norm interpolation. Note that this conclusion even holds when \( ||x|| \) is replaced by any functional of \( x \).

We make no claim for originality in our ensuing remarks about this problem which have been chosen to show the usefulness of the representation (1.2). Indeed, we are roaming over well-trodden ground.

Thus, given data \( \{y_j : j \in \mathbb{Z}_m\} \subset \mathbb{R} \setminus \{0\} \), we consider the minimum norm interpolation (MNI) problem
\[
\mu := \inf \{||x|| : L_j(x) = y_j, j \in \mathbb{Z}_m, x \in \mathcal{X}\}.
\]
We always require in (2.7) that corresponding to the prescribed data \( y := (y_j : j \in \mathbb{Z}_m) \) there is at least one \( x \in X \) for which the linear constraints in (2.7) are satisfied. In addition, we may assume that the linear functionals \( \{L_j : j \in \mathbb{Z}_m\} \) are \emph{linearly independent}. This means that whenever \( a := (a_j : j \in \mathbb{Z}_m) \) is such that \( \sum_{j \in \mathbb{Z}_m} a_j L_j = 0 \) then \( a = 0 \). Otherwise, we can “thin” the set of linear functionals to a linearly independent set.

We say that the linear functional \( L \in X^\ast \setminus \{0\} \) peaks at \( x \in X \setminus \{0\} \), if \( L(x) = \|L\|\|x\| \). Let us also say that \( x \) peaks at \( L \), if \( L \) peaks at \( x \). A consequence of the Hahn–Banach Theorem, see for example [21, p. 223], is that for every \( x \in X \) there always exists an \( L \in X^\ast \) which peaks at \( x \) and so, \( \|x\| = \max \{L(x) : \|L\| \leq 1, L \in X^*\} \), see [21, p. 226, Prop. 6]. On the other hand, the supremum in the definition of \( \|L\| \) is not always achieved, unless \( L \) peaks at some \( x \in X \setminus \{0\} \).

We also recall that \( X \) is \emph{weakly compact} if, for every \emph{norm bounded} sequence \( \{x_n : n \in \mathbb{Z}_+\} \subset X \) there exists a \emph{weakly convergent} subsequence \( \{x'_n : n \in \mathbb{N}\} \), that is, there is an \( x \in X \) such that for every \( L \in X^\ast \lim_{n \to \infty} L(x'_n) = L(x) \).

When \( X \) is weakly compact then for \emph{every} \( L \in X^\ast \) there is always an \( x \in X \) which peaks at \( L \). Recall that a Banach space \( X \) is reflexive, that is, \( (X^\ast)^\ast = X \) if and only if \( X \) is weakly compact, see [16, p. 127, Thm. 3.6] and it is known that any weakly compact normed linear spaces always admit a minimal norm interpolant.

If \( M \) is a closed subspace of \( X \), we define the distance of \( x \) to \( M \) as
\[
\begin{align*}
d(x, M) := \min \{\|x - t\| : t \in M\}.
\end{align*}
\]
In particular, if we choose \( M_0 := \{x : x \in X, L_j(x) = 0, j \in \mathbb{Z}_m\} \) and any \( w \in X \) such that \( L_j(w) = y_j, j \in \mathbb{Z}_m \) then we have that
\[
\begin{align*}
d(w, M_0) = \mu.
\end{align*}
\]

**Theorem 1.** \( x_0 \) is a solution of (2.7) if and only if \( L_j(x_0) = y_j, j \in \mathbb{Z}_m \) and there exists \( (c_j : j \in \mathbb{Z}_m) \in \mathbb{R}^m \) such that the linear functional \( \sum_{j \in \mathbb{Z}_m} c_j L_j \) peaks at \( x_0 \).

**Proof.** We choose in (2.8) \( w = x_0 \) so that \( L_j(x_0) = y_j, j \in \mathbb{Z}_m \) and \( \|x_0\| = d(x_0, M_0) \). Using the basic duality principle for the distance (2.8), see for example [8], we conclude that
\[
\begin{align*}
\|x_0\| = \max \{L(x) : L(x) = 0, x \in M_0, \|L\| \leq 1\}.
\end{align*}
\]
However, \( L \) vanishes on \( M_0 \) if and only if there exists \( (c_j : j \in \mathbb{Z}_m) \in \mathbb{R}^m \) such that \( L = \sum_{j \in \mathbb{Z}_m} c_j L_j \) and by (2.9) there is such an \( L \) which peaks at \( x_0 \).

On the other hand, if for some \( (c_j : j \in \mathbb{Z}_m) \in \mathbb{R}^m \) the linear functional \( \sum_{j \in \mathbb{Z}_m} c_j L_j \) peaks at \( x_0 \) with \( L_j(x_0) = y_j, j \in \mathbb{Z}_m \) we have, for every \( t \in M_0 \), that
\[
\begin{align*}
\left\| \sum_{j \in \mathbb{Z}_m} c_j L_j \right\| \|x_0\| = \sum_{j \in \mathbb{Z}_m} c_j L_j(x_0) = \sum_{j \in \mathbb{Z}_m} c_j L_j(x_0 + t) \leq \|x_0 + t\| \sum_{j \in \mathbb{Z}_m} c_j L_j
\end{align*}
\]
and so, \( x_0 \) is a minimal norm interpolant. \( \square \)
This theorem tells us if $x_0$ solves the MNI problem then there exists $\{c_j, j \in N_m\} \subset \mathbb{R}$ such that $\|x_0\| = \sum_{j \in \mathbb{Z}_m} c_j L_j(x_0) = \sum_{j \in \mathbb{Z}_m} c_j y_j$. How do we find the parameters $\{c_j : j \in \mathbb{Z}_m\}$? This is described next.

**Theorem 2.** If $X$ be a Banach space then

$$
\min \left\{ \left\| \sum_{j \in \mathbb{Z}_m} c_j L_j \right\| : \sum_{j \in \mathbb{Z}_m} c_j y_j = 1 \right\} = 1/\mu. 
$$

(2.10)

In addition, if $X$ is weakly compact and $\hat{c}$ is the solution to (2.10) then there exists $\hat{x} \in X$ such that $\|\hat{x}\| = 1$, $L_j(\hat{x}) = y_j/\mu$, $j \in \mathbb{Z}_m$ and $\sum_{j \in \mathbb{Z}_m} \hat{c}_j L_j(\hat{x}) = \left\| \sum_{j \in \mathbb{Z}_m} \hat{c}_j L_j \right\|$. 

**Proof.** Since the function $H : \mathbb{R}^m \to \mathbb{R}_+$ defined for each $c = (c_j : j \in \mathbb{Z}_m)$ by $H(c) := \left\| \sum_{j \in \mathbb{Z}_m} c_j L_j \right\|$ is continuous, homogeneous and nonzero for $c \neq 0$, it tends to infinity as $c \to \infty$, so the minimum in (2.10) exists. The proof of (2.10) is transparent from our remarks in Theorem 1. Indeed, for every $w \in X$ such that $L_j(w) = y_j$, $j \in \mathbb{Z}_m$ we have that $\mu = d(w, \mathcal{M}_0)$ and

$$
\mu = \max \{ L(w) : L(x) = 0, x \in \mathcal{M}_0, \|L\| \leq 1 \}.
$$

Moreover, since $L$ vanishes on $\mathcal{M}_0$ if and only if $L = \sum_{j \in \mathbb{Z}_m} c_j L_j$ for some $c = (c_j : j \in \mathbb{Z}_m)$, the right hand side of this equation becomes

$$
\max \left\{ \sum_{j \in \mathbb{Z}_m} c_j y_j : \sum_{j \in \mathbb{Z}_m} c_j L_j \leq 1 \right\} = \left( \min \left\{ \left\| \sum_{j \in \mathbb{Z}_m} c_j L_j \right\| : \sum_{j \in \mathbb{Z}_m} c_j y_j = 1 \right\} \right)^{-1}
$$

from which equation (2.10) follows.

For vectors $c = (c_j : j \in \mathbb{Z}_m)$, $d = (d_j : j \in \mathbb{Z}_m)$ in $\mathbb{R}_m$, we let $c \cdot d = \sum_{j \in \mathbb{Z}_m} c_j d_j$, the standard inner product on $\mathbb{R}_m$.

Let $\hat{c} := (\hat{c}_j : j \in \mathbb{Z}_m)$ be a solution to the minimization problem (2.10) and consider the linear functional

$$
\hat{L} := \sum_{j \in \mathbb{Z}_m} \hat{c}_j L_j.
$$

This solution is characterized by the fact that the right directional derivative of the function $H$ at $\hat{c}$ along any vector $a = (a_j : j \in \mathbb{Z}_m)$ perpendicular to $y$ is nonnegative. That is, we have that

$$
H'(\hat{c}; a) := \lim_{\lambda \to 0^+} \frac{H(\hat{c} + \lambda a) - H(\hat{c})}{\lambda} \geq 0
$$

(2.11)

when $a \cdot y = 0$. This derivative can be computed to be

$$
H'(\hat{c}; a) = \max \left\{ \sum_{j=1}^m a_j L_j(x) : \|x\| \leq 1 \right\}
$$

(2.12)
see [13]. We introduce the convex and the compact set \( C := \{ (L_j(x) : j \in \mathbb{Z}_m) : \| x \| \leq 1 \} \subset \mathbb{R}^m \). If \( a \) is perpendicular to \( y \) then, by the inequality (2.11) and the formula (2.12), we have that

\[
\max\{ a \cdot v : v \in C \} \geq 0. 
\]  

(2.13)

We shall now prove that the line \( L := \{ \lambda y : \lambda \in \mathbb{R} \} \) intersects \( C \). Suppose to the contrary that it does not. So, there exists an hyperplane \( \{ z : u \cdot z + \tau = 0 \} \) where \( u \in \mathbb{R}^m \) and \( \tau \in \mathbb{R} \), which separates these sets, that is

(i) \( u \cdot z + \tau > 0, \quad z \in L \),

(ii) \( u \cdot z + \tau \leq 0, \quad z \in C \)

see [21]. From condition (i) we conclude that \( u \) is perpendicular to \( y \) and \( \tau > 0 \) while (ii) implies that \( \max\{ u \cdot v : v \in C \} < 0 \). This is in contradiction to (2.13). Hence, there is an \( \hat{x} \) such that \( L_j(\hat{x}) = \frac{y_j}{\mu}, j \in \mathbb{Z}_m, \hat{L}(\hat{x}) = ||\hat{L}|| \) and \( ||\hat{x}|| = 1 \).

Therefore, it must be that \( x_0 := \mu \hat{x} \) is a MNS.

This theorem leads us to a method to identify the MNS in a reflexive smooth Banach space \( \mathcal{X} \). Recall that a reflexive Banach space \( \mathcal{X} \) is smooth provided that for every \( L \in \mathcal{X}^* \setminus \{0\} \) there is unique \( x_L \in \mathcal{X} \) which peaks at \( L \).

**Corollary 1.** If \( \mathcal{X} \) is a smooth reflexive Banach space, \( \hat{L} := \sum_{j \in \mathbb{Z}_m} \hat{c}_j L_j \) is the solution to (2.10) and \( \hat{L} \) peaks at \( x_L \) with \( ||x_L|| = 1 \) then \( x_0 := \mu x_L \) is the unique solution to (2.7) and \( \mu = 1/||\hat{L}|| \).

We wish to note some important examples of the above results. The first to consider is naturally a Hilbert space \( \mathcal{X} \). In this case \( \mathcal{X} \) is reflexive and \( \mathcal{X}^* \) can be identified with \( \mathcal{X} \), that is, for each \( L_j \in \mathcal{X}^* \), there is a unique \( x_j \in \mathcal{X} \) such that \( L_j(x) = (x_j, x), x \in \mathcal{X} \). Thus, \( \hat{x} = \sum_{j \in \mathbb{Z}_m} \hat{c}_j x_j \) solves the dual problem when \( (x_j, x) = \lambda y_j, j \in \mathbb{Z}_m, \lambda = ||\hat{x}||^2 \) and \( x_0 = \hat{x}/||\hat{x}|| \) is the minimal norm solution.

The Hilbert space case does not show the value of function composition appearing in (1.2). A better place to reveal this is in the context of Orlicz spaces. The theory of such spaces is discussed in several books, see e.g [17, 20], and minimal norm interpolation is studied in [3]. We review these ideas in the context of Corollary 1. Let \( \omega : [0, \infty) \to [0, \infty) \) be a convex and continuously differentiable function on \([0, \infty) \) such that \( \lim_{s \to \infty} \omega' / s = \infty \) and \( \omega(0) = \omega'_0(0) = 0 \) where \( \omega'_0 \) is the right derivative of \( \omega \). Such a function is sometimes known as a Young function. We will also assume that the function \( s \mapsto s \omega'(s/\omega(s)), s \in [0, \infty) \) is bounded on \([k, \infty) \) for some \( k \in [0, \infty) \). Let \((D, B, \mu)\) be a finite measure space, see [21, p. 286], \( L^0(\mu) \) the space of measurable functions \( f : D \to \mathbb{R} \), and denote by \( L_\omega \) the convex hull of the set

\[
\left\{ f \in L^0(\mu) : \int_D \omega(|f(t)|) d\mu(t) < \infty \right\}.
\]

The space \( L_\omega \) can be made into a normed space by introducing, for every \( f \in L_\omega \), the norm

\[
\| f \|_\omega := \inf \left\{ \lambda \geq 0 : \int_D \omega\left(\frac{|f(t)|}{\lambda}\right) d\mu(t) \leq 1 \right\}.
\]
The dual of $L_\omega$ is the space $L_{\omega^*}$ where $\omega^*$ is the complementary function of $\omega$ which is given by the formula

$$
\omega^*(s) = \int_0^s (\omega'(\xi))^{-1} d\xi, \quad s \in [0, \infty).
$$

For every $f \in L_\omega$ and $g \in L_{\omega^*}$ there also holds the Orlicz inequality

$$
|\langle f, g \rangle| \leq ||f||_{\omega^*} ||g||_\omega,
$$

where we have defined $(f, g) := \int_D f(t)g(t)d\mu(t)$. The Orlicz inequality becomes an equality if and only if

$$
f = \lambda(\omega^*)'(\|g\|\text{sign}(g)),
$$

for some $\lambda \in \mathbb{R}$. This means that the linear functional represented by $g \in L_{\omega^*}$ peaks at $f$ if and only if $f$ satisfies equation (2.14). Moreover, under the above conditions on $\omega$, $L_\omega$ is reflexive and smooth. Thus the hypothesis of Corollary 1 is satisfied and we conclude that the unique solution to (2.7) is given by $f = \lambda \phi_\omega(\sum_{j \in \mathbb{Z}_m} \hat{c}_j g_j)$ where $\phi_\omega$ is defined for $t \in \mathbb{R}$ as

$$
\phi_\omega(t) = (\omega^*)'(\|t\|\text{sign}(t))
$$

and the coefficients $\lambda$, $\hat{c}_j, j \in \mathbb{Z}_m$ solve the system of nonlinear equations $(f, g_j) = y_j, j \in \mathbb{Z}_m$.

As a special case consider the choice $\omega(s) = s^p/p, p > 1, s \in [0, \infty)$. In this case $L_\omega = L^p$, the space of functions whose $p$ power is integrable, and the dual space is $L^q$ where $1/p + 1/q = 1, [21]$. Since $\omega^*(s) = s^q/q, s \in [0, \infty)$, the solution to equations (2.5) and (2.7) has the form $f = \lambda \phi_q(\sum_{j \in \mathbb{Z}_m} \hat{c}_j g_j)$ where for all $t \in \mathbb{R}$ $\phi_q$ is defined by the equation

$$
\phi_q(t) := |t|^{q-1}\text{sign}(t).
$$

### 3 Learning all continuous functions: density

An important feature of any learning algorithm is its ability to enhance accuracy by increasing the number of parameters in the model. Below we present a sufficient condition on the functions $\phi$ and $\{g_j : j \in \mathbb{Z}_m\}$ so that the functions in (1.4) can approximate any continuous real-valued function within any given tolerance on a compact set $D \subseteq \mathbb{R}^d$. For related material see [19]. Let us formulate our observation.

We use $\mathcal{C}(D)$ for the space of all continuous functions on the set $D$ and for any $f \in \mathcal{C}(D)$ we set $||f||_D := \max\{|f(x)| : x \in D\}$. For any subset $\mathcal{T}$ of $\mathcal{C}(D)$ we use $\text{span}(\mathcal{T})$ to denote the smallest closed linear subspace of $\mathcal{C}(D)$ containing $\mathcal{T}$. We enumerate vectors in $\mathbb{R}^m$ by superscripts and use $g := (g_j : j \in \mathbb{Z}_m)$ for the vector-valued map $g : D \rightarrow \mathbb{R}^m$ whose coordinates are built from the functions in $G := \{g_j : j \in \mathbb{Z}_m\}$. This allows us to write the functions in (1.4) as

$$
\sum_{j \in \mathbb{Z}_m} a_j \phi(c^j \cdot g).
$$

(3.17)
For any two subsets $A$ and $B$ of $\mathcal{C}(D)$ we use $A \cdot B$ for the set defined by $A \cdot B := \{fg : f \in A, g \in B\}$ and, for every $k \in \mathbb{N}$, $A^k$ denotes the set $\{f^k : f \in A\}$. Given any $\phi \in \mathcal{C}(D)$ we let $\mathcal{M}(\phi)$ be the smallest closed linear subspace containing all the functions (3.17). Note that $m$ is fixed while $\mathcal{M}(\phi)$ contains all the functions (3.17) for any $n$. We use $\mathcal{A}_G$ for the smallest subalgebra in $\mathcal{C}(D)$ which contains $G$, that is, the direct sum $\bigoplus_{k \in \mathbb{N}} G^k$. We seek conditions on $\phi$ and $g$ so that $\mathcal{M}(\phi) = \mathcal{C}(D)$ and we prepare for our observation with two lemmas.

**Lemma 1.** If $\phi \in \mathcal{C}(D) \setminus \{0\}$ and $1 \in \text{span}(G)$ then $1 \in \mathcal{M}(\phi)$.

**Proof.** By hypothesis, there is a $t \in \mathbb{R}$ such that $\phi(t) \neq 0$ and a $c \in \mathbb{R}^m$ such that $c \cdot g = t$. Hence we have that $1 = \frac{1}{|t|} \phi(c \cdot g) \in \mathcal{M}(\phi)$. □

**Lemma 2.** If $\phi' \in \mathcal{C}(D)$ then $\mathcal{M}(\phi') \cdot G \subseteq \mathcal{M}(\phi)$.

**Proof.** We choose any function $f$ of the form

$$f = \sum_{j \in \mathbb{Z}_n} a_j \phi'(c^j \cdot g)$$

where $a = (a_j : j \in \mathbb{Z}_n) \in \mathbb{R}^n$ and $\{c^j : j \in \mathbb{Z}_n\} \subset \mathbb{R}^m$. For any $d \in \mathbb{R}^m$ we define the function $q = d \cdot g$. Let us show that $f \cdot q \in \mathcal{M}(\phi)$. To this end, we define for $t \in \mathbb{R}$ the function

$$h_t := \sum_{j \in \mathbb{Z}_n} a_j \phi((c^j + td) \cdot g)$$

and observe that $\lim_{t \to 0} t^{-1}(h_t - h_0) = f \cdot q$. Since $\{h_t - h_0 : t \in \mathbb{R}\} \subseteq \mathcal{M}(\phi)$, the result follows. □

We say that $G$ separates points on $D$ when the map $g : D \to \mathbb{R}^m$ is injective. Recall that an algebra $A \subseteq \mathcal{C}(D)$ separates points provided for each pair of distinct points $x$ and $y \in D$ there is an $f \in A$ such that $f(x) \neq f(y)$.

**Theorem 3.** If $\phi \in \mathcal{C}^\infty(\mathbb{R})$, $\phi$ is not a polynomial, $1 \in \text{span}(G)$ and $G$ separates points then $\mathcal{M}(\phi) = \mathcal{C}(D)$.

**Proof.** Our hypothesis implies that $\mathcal{A}_G$ separates points and contains constants. Hence, the Stone-Weierstrass Theorem, see for example [21], implies that the algebra $\mathcal{A}_G$ is dense in $\mathcal{C}(D)$. Thus, the result will follow as soon as we show that $\mathcal{A}_G \subseteq \mathcal{M}(\phi)$. Since $\phi \in \mathcal{C}^\infty(\mathbb{R})$ Lemma 2 implies for any positive integer $k$ that

$$\mathcal{M}(\phi^{(k)}) \cdot G^k \subseteq \mathcal{M}(\phi).$$

Using Lemma 1 and the fact that $\phi$ is not a polynomial the above inclusion implies that $G^k \subseteq \mathcal{M}(\phi)$. Consequently, we conclude that

$$\mathcal{A}_G = \bigoplus_{k \in \mathbb{N}} G^k \subseteq \mathcal{M}(\phi).$$

□
We remark that the idea for the proof of Lemma 2 is borrowed from [4] where only the case that \( \text{span}(G) \) is linear functions on \( \mathbb{R}^{m-1} \) and \( D \) is a subset of \( \mathbb{R}^m \) is treated. We also recommend [12] for a Fourier analysis approach to density and [10] which may allow for the removable of our hypothesis that \( \phi \in C^\infty(D) \).

In Theorem 3 above \( m \) is fixed and we enhance approximation of an arbitrary function by functions of the special type (1.4) by adjusting \( n \). Next, we provide another density result where \( m \) is allowed to vary, but in this case, \( g \) is chosen in a specific fashion from the reproducing kernel of a Hilbert space \( \mathcal{H} \) of real-valued functions on \( D \) contained in \( C(D) \). Indeed, let \( K \) be the reproducing kernel for \( \mathcal{H} \) which is jointly continuous on \( D \times D \). There are useful cases when \( \mathcal{H} \) is endowed with a semi-norm, that is, there are nontrivial functions in \( \mathcal{H} \) with norm zero, see e.g. [25]. To ensure that these cases are covered by our results below we specify a finite number of functions \( \{ k_j : j \in \mathbb{Z}_r \} \) and consider functions of the form

\[
\sum_{j \in \mathbb{Z}_r} c_j K(\cdot, x_j) + \sum_{j \in \mathbb{Z}_r} c_{j+m} k_j. \tag{3.18}
\]

We use \( K \) for the smallest closed linear subspace of \( C(D) \) which contains all the functions in (3.18) for any \( m \) and \( c = (c_j : j \in \mathbb{Z}_{m+r}) \in \mathbb{R}^{m+r} \). Here the samples \( D_m := \{ x_j : j \in \mathbb{Z}_m \} \) are chosen in \( D \) and, in the spirit of our previous discussion we compose the function in (3.18) with a function \( \phi \) to obtain functions of the form

\[
\phi( \sum_{j \in \mathbb{Z}_r} c_j K(\cdot, x_j) + \sum_{j \in \mathbb{Z}_r} c_{j+m} k_j ). 
\]

We write this function as \( \phi(c \cdot w) \) where \( c \in \mathbb{R}^{m+r} \) and the coordinates of the vector map \( w : D \to \mathbb{R}^{m+r} \) are defined as \( w_j = K(\cdot, x_j), j \in \mathbb{Z}_m \) and \( w_{j+m} = k_j, j \in \mathbb{Z}_r \). We let \( \mathcal{K}(\phi) \) be the smallest closed linear subspace containing all these functions. Our next result provides a sufficient condition on \( \phi \) and \( w \) such that \( \mathcal{K}(\phi) \) is dense in \( C(D) \). To this end we write \( K \) in the “Mercer form”

\[
K(x, y) = \sum_{\ell \in \mathbb{Z}_+} \lambda_{\ell} \phi_{\ell}(x) \phi_{\ell}(y), \ x, y \in D \tag{3.19}
\]

where we may as well assume that \( \lambda_{\ell} \neq 0 \) for all \( \ell \in \mathbb{Z}_+ \). Here, we demand that \( \{ \phi_{\ell} : \ell \in \mathbb{Z}_+ \} \subseteq C(D) \) and we require the series above converges uniformly on \( D \times D \). We also require that the set \( J = \{ \ell : \lambda_{\ell} < 0 \} \) has the property that

\[
\{ \phi_{\ell} : \ell \in J \} \subseteq \text{span}\{ k_j : j \in \mathbb{Z}_r \}. \tag{3.20}
\]

and that \( \mathcal{U} := \text{span}\{ \phi_{\ell} : \ell \in \mathbb{Z}_+ \} = C(D) \). When these conditions holds we call \( K \) acceptable.

**Theorem 4.** If \( K \) is acceptable, \( 1 \in \mathcal{K}(\phi') \) and \( \phi' \in C(D) \setminus \{0\} \) then \( \mathcal{K}(\phi) = C(D) \).

**Proof.** We establish this fact by showing that there is no nontrivial linear functional \( L \) which has the property that

\[
L(g) = 0 \tag{3.21}
\]
for every \( g \in \mathcal{K}(\phi) \), see for example [21]. Let \( c \) and \( w \) be as above. We choose \( b \in \mathbb{R} \), \( y \in D \) and \( g = \phi(c \cdot w + bK(\cdot, y)) \). Now, differentiate both sides of equation (3.21) with respect to \( b \) and evaluate the resulting equation at \( b = 0 \) to obtain the equation
\[
L(\phi'(c \cdot w)K(\cdot, y)) = 0, \ y \in D. \tag{3.22}
\]
On the other hand, differentiating (3.21) with respect to \( c_{j+m} \), \( j \in \mathbb{Z}_r \) gives the equation
\[
L(\phi'(c \cdot w)k_{\ell}) = 0, \ \ell \in \mathbb{Z}_r. \tag{3.23}
\]
We shall use these equations in a moment. First, we observe that by hypothesis there exists a \( t \in \mathbb{R} \) such that \( \phi'(t) \neq 0 \) and for every \( \epsilon > 0 \) there exists \( f \in \mathcal{K}(\phi') \) given, for some \( m \in \mathbb{N} \), \( \{a_j : j \in \mathbb{Z}_n\} \subset \mathbb{R} \), \( \{d_j : j \in \mathbb{Z}_n\} \subset \mathbb{R}^m \), by the formula
\[
f = \sum_{j \in \mathbb{Z}_n} a_j \phi'(d^j \cdot w) \tag{3.24}
\]
such that \( |\phi'(t) - f| \leq \epsilon \) on \( D \). We now evaluate the equations (3.22) and (3.23) at \( c = d^j, j \in \mathbb{Z}_n \) and combine the resulting equations to obtain
\[
L(f K(\cdot, y)) = 0, \ y \in D, \quad L(f k_{\ell}) = 0, \ \ell \in \mathbb{Z}_r.
\]
We let \( M \) be a constant chosen big enough so that for all \( x \) and \( y \in D \), \( |K(x, y)| \leq M \), and \( |k_{\ell}(x)| \leq M, \ \ell \in \mathbb{Z}_r \). We rewrite (3.22) in the form
\[
0 = L((f - \phi'(t))K(\cdot, y)) + \phi'(t)L(K(\cdot, y))
\]
from which we obtain the inequalities
\[
|\phi'(t)L(K(\cdot, y))| \leq \epsilon ||L||M, \ y \in D, \quad |\phi'(t)L(k_{\ell})| \leq \epsilon ||L||M, \ \ell \in \mathbb{Z}_r.
\]
Since \( \epsilon \) is arbitrary we conclude for all \( y \in D \) that \( L((K(\cdot, y))) = 0, \ y \in D \) and \( L(k_{\ell}) = 0, \ \ell \in \mathbb{Z}_r \). Thus, using the Mercer representation for \( K \) we conclude, for all \( y \in D \), that
\[
\sum_{j \notin J} \lambda_j \phi_j(y)L(\phi_j) = 0. \tag{3.25}
\]
Next, we apply \( L \) to both sides of (3.25) and obtain that \( \sum_{j \notin J} \lambda_j |L(\phi_j)|^2 = 0 \) which implies that \( L(\phi_j) = 0, \ j \in \mathbb{Z}_+ \). However, since \( \text{span}\{\phi_j : j \in \mathbb{Z}_+\} = \mathcal{C}(D) \), it follows that \( L = 0 \), which proves the result.

We remark that the proof of this theorem yields for any \( f \in \mathcal{C}(D) \) the fact that
\[
d(f, K(\phi)) \leq d(f, K) = d(f, U).
\]
Note that if \( \phi(t) = t \) the hypothesis that \( 1 \in \mathcal{K}(\phi') \) is automatically satisfied. We provide another sufficient condition for this requirement to hold.

**Lemma 3.** If \( 1 \in \mathcal{K} \) and \( \phi \in \mathcal{C}(\mathbb{R}) \setminus \{0\} \) then \( 1 \in \mathcal{K}(\phi) \).
Proof. We choose some \( t \in \mathbb{R} \) such that \( \phi(t) \neq 0 \) and some \( \epsilon > 0 \). There is a \( \delta > 0 \) such that whenever \( |t - s| \leq \epsilon \), \( s \in \mathbb{R} \) it follows that \( |\phi(t) - \phi(s)| \leq \epsilon \). Since \( 1 \in \mathcal{K} \), there is a \( d \in \mathbb{R}^{m+r} \) and \( D_n \subset D \) so that \( |t - d \cdot w| \leq \delta \) uniformly on \( D \). Hence it follows that \( |\phi(t) - \phi(d \cdot w)| \leq \epsilon \) uniformly on \( D \) which proves the result. \( \square \)

As an example of the theorem above we choose \( D = [-\pi, \pi]^d \), \( d \in \mathbb{N} \), \( \phi(t) = t \), \( t \in \mathbb{R} \), \( K \) a \( 2\pi \)-periodic translation kernel, that is, \( K(x, y) = h(x - y), \ x, y \in D \), where \( h : [-\pi, \pi]^d \to \mathbb{R} \) is even, continuous, and \( 2\pi \)-periodic, and \( r = 0 \). To ensure that \( K \) is a reproducing kernel we assume \( h \) has a uniformly convergent Fourier series,

\[
    h(x) = \sum_{n \in \mathbb{Z}^d_+} a_n \cos(n \cdot x), \ x \in \mathbb{R}^d
\]

(3.26)

where \( a_n \geq 0 \), \( n \in \mathbb{Z}^d_+ \). In this case we have the Mercer representation for \( K \)

\[
    K(x, y) = \sum_{n \in \mathbb{Z}^d_+} a_n \sin(n \cdot x) \sin(n \cdot y) + \sum_{n \in \mathbb{Z}^d_+} a_n \cos(n \cdot x) \cos(n \cdot y), \ x, y \in \mathbb{R}^d
\]

In addition, if \( a_n > 0 \) for all \( n \in \mathbb{Z}^d_+ \), the functions appearing in this representation are dense in the \( 2\pi \)-periodic functions in \( \mathcal{C}(D) \), we conclude that \( K \) is dense in \( \mathcal{C}(D) \) as well.

We remark that the method of proof of Theorem 4 can be extended to other function spaces, for instance \( \mathcal{L}^p \) spaces. This would require that (3.19) holds relative to the convergence in that space and that the set of functions \( \{ \phi_n : n \in \mathbb{Z}_+ \} \) are dense in it.

4 Learning any set of finite data: interpolation

In this section we discuss the possibility of adjusting the parameters in our model (1.4) to satisfy some prescribed linear constraints. This is a complex issue as it leads to the problem of solving nonlinear equations. Our observations, although incomplete, provide some instances in which this may be accomplished as well as an algorithm which may be useful to accomplish this goal. Let us first describe our setup. We start with the function

\[
    f := \sum_{j \in \mathbb{Z}_n} a_j \phi(c^j \cdot g)
\]

where \( \{a_j : j \in \mathbb{Z}_n\} \subset \mathbb{R} \) and \( \{c^j : j \in \mathbb{Z}_n\} \subset \mathbb{R}^m \) are to be specified by some linear constraint. The totality of scalar parameters in this representation is \( n(m + 1) \). To use these parameters we suppose there is available data vectors \( \{y^j : j \in \mathbb{Z}_n\} \subset \mathbb{R}^m \) and linear operators \( L^s : \mathcal{C}(D) \to \mathbb{R}^m, s \in \mathbb{Z}_n \) that lead to the nonlinear equations

\[
    \sum_{j \in \mathbb{Z}_n} a_j L^s(\phi(c^j \cdot g)) = y^s, \ s \in \mathbb{Z}_n.
\]

(4.27)
There are $mn$ scalar equations here and the remaining degrees of freedom will be used to specify the Euclidean norm of the vectors $c^j, j \in \mathbb{Z}_n$. We shall explain this in a moment. It is convenient to introduce for each $s \in \mathbb{Z}_m$ the operator $B_s : \mathbb{R}^m \to \mathbb{R}^m$ defined for any $c \in \mathbb{R}^m$ by the equation

$$B_s(c) = L^s(\phi(c \cdot g)), \quad s \in \mathbb{Z}_n.$$  \hspace{1cm} (4.28)

Therefore, the equations (4.27) take the form

$$\sum_{j \in \mathbb{Z}_n} a_j B_s(c^j) = y^s, \quad s \in \mathbb{Z}_m. \hspace{1cm} (4.29)$$

Our first result covers the case $n = 1$.

**Theorem 5.** If $\phi \in C(\mathbb{R})$ is an odd function and $B_0$ only vanishes on $\mathbb{R}^m$ at 0 then for any $y^0 \in \mathbb{R}^m$ and $r > 0$ there is a $c^0 \in \mathbb{R}^m$ with $c^0 \cdot c^0 = r^2_0$ and $a_0 \in \mathbb{R}$ such that $a_0 B_0(c^0) = y^0$.

**Proof.** We choose linearly independent vectors $\{w^j : j \in \mathbb{Z}_{m-1}\} \subset \mathbb{R}^m$ perpendicular to $y^0$ and construct the map $H : \mathbb{R}^m \to \mathbb{R}^{m-1}$ by setting for $c \in \mathbb{R}^m$

$$H(c) := (w^j \cdot B_0(c) : j \in \mathbb{Z}_{m-1}).$$

We restrict $H$ to the sphere $c \cdot c = r_0$. Since $H$ is an odd continuous map by the Borsuk antipodal mapping theorem, see for example [11], there is a $c^0 \in \mathbb{R}^m$ with $c^0 \cdot c^0 = r^2_0$ such that $H(c^0) = 0$. Hence, $B_0(c^0) = uy^0$ for some scalar $u \in \mathbb{R}$. Since $B_0$ vanishes only at the origin we have that $u \neq 0$ and, so, setting $a_0 = u^{-1}$ proves the result. \hfill \Box

We remark that the above theorem extends our observation in (2.16). Indeed, if we choose $\phi := \phi_0$ and use the linear operator $L^0 : \mathcal{L}^p \to \mathbb{R}^m$ defined for each $f \in \mathcal{L}^p$ as $L^0(f) := ((f, g_j) : j \in \mathbb{Z}_m)$, then the above result reduces to (2.16). However, note that Theorem 5 even in this special case is not proven by the analysis of a variational problem.

We use Theorem 5 to propose an iterative method to solve the system of equations (4.29). We begin with an initial guess $a^0 = (a^0_j : j \in \mathbb{Z}_n)$ and vectors $\{c^0_j : j \in \mathbb{Z}_n\}$ with $c^0_j \cdot c^0_j = r_j, j \in \mathbb{Z}_n$. We now update these parameters by explaining how to construct $a^1 = (a^1_j : j \in \mathbb{Z}_n)$ and vectors $\{c^{1^1}_j : j \in \mathbb{Z}_n\}$. First, we define $a^0_0$ and $c^{1^1}_0$ by solving the equation

$$a^1_0 B_0(c^{0^1}) + \sum_{j \in \mathbb{Z}_{n-1}} a^0_{j+1} B_0(c^{j+1,0}) = y^0.$$  \hspace{1cm} (4.30)

whose solution is assured by Theorem 5. Now, suppose we have found $a^1_0, \ldots, a^1_{n-1}$, $c^{0^1}, \ldots, c^{r-1,1}$ for some integer $1 \leq r < n - 1$. We then solve the equation

$$\sum_{j \in \mathbb{Z}_{n+1}} a^1_j B_r(c^{j,1}) + \sum_{j \in \mathbb{Z}_{n+r+1}} a^0_{j+r+1} B_r(c^{j+r+1,0}) = y^r$$  \hspace{1cm} (4.31)
for $a_j^r$ and $c_j^r$ until we reach $r = n - 1$. In this manner, we construct a sequence of vectors $a^k \in \mathbb{R}^n$ and $c^j_k \in \mathbb{R}^m, k \in \mathbb{Z}_+, j \in \mathbb{Z}_n$ such that for all $k \in \mathbb{Z}_+$ and $r \in \mathbb{Z}_n,$

$$
\sum_{j \in \mathbb{Z}_+} a^k_{j+1} B_r(c^j_{k+1}) + \sum_{j \in \mathbb{Z}_n} a^k_{j+r+1} B_r(c^j_{k+r+1}) = y_r. \quad (4.30)
$$

We do not know whether or not this iterative method converges in the generality presented. However, below we provide a sufficient condition for which the sequences generated above remain bounded.

**Corollary 2.** If there is an $s \in \mathbb{Z}_n$ such that whenever $\{c^j : j \in \mathbb{Z}_n\} \subset \mathbb{R}^m$, $b = (b_j : j \in \mathbb{Z}_n) \in \mathbb{R}^n$ with $c^j \cdot c^j > 0, j \in \mathbb{Z}_n$ and

$$
\sum_{j \in \mathbb{Z}_n} b_j B_s(c^j) = 0 \quad (4.31)
$$

it follows that $b = 0$, then the sequence $\{a^s_j : j \in \mathbb{Z}_n\}$ defined in (4.28) is bounded.

**Proof.** Without loss of generality we assume, by reordering the equations, that $s = n - 1$. The last equation in (4.30), corresponding to $r = n - 1$, allows us to observe that the coefficients $\{a^k_{j+1} : j \in \mathbb{Z}_n\}$ remain bounded during the updating procedure. To confirm this, we set $\gamma_k = \sum_{j \in \mathbb{Z}_n} |a^k_{j+1}|$ and divide both sides of (4.30) by $\gamma_k$. If the sequence $\{a^k_{j+1} : k \in \mathbb{N}\}$ is not bounded we obtain, in the limit as $k \to \infty$ through a subsequence, that

$$
\sum_{j \in \mathbb{Z}_n} \tilde{a}_j B_s(c^j) = 0 \quad (4.32)
$$

where the constants $\tilde{a}_j, j \in \mathbb{Z}_n$ satisfy $\sum_{j \in \mathbb{Z}_n} |\tilde{a}_j| = 1$, which in contradiction with our hypothesis.

\[ \Box \]

5 Discussion

We have proposed a framework for learning in a Banach space and establish a representation theorem for the solution of regularization-based learning algorithms. This naturally extends the representation theorem in Hilbert spaces which is central in developing kernel-based methods. The framework builds on a link between regularization and minimal norm interpolation, a key concept in function estimation and interpolation. For concrete Banach spaces such as Orlicz spaces, our result leads to the functional representation (1.2). We have studied the density property of this functional representation and its extension.

There are important directions that should be explored in the context presented in this paper. First, it would be valuable to extend on-line and batch
learning algorithms which have already been studies for finite dimensional Banach spaces (see e.g. \[1,9,26\]) within the general framework discussed here.

For example, in [14] we consider the hinge loss function used in support vector machines and an appropriate \(H\) to identify the dual of the minimization problem (1.3) and report of our numerical experience with it.

Second, it would be interesting to study error bounds for learning in Banach spaces. This study will involve both the sample as well the approximation error, and should uncover advantage or disadvantages of learning in Banach spaces in comparison to Hilbert spaces which are not yet understood.

Finally, we believe that the framework presented here remains valid when problems (2.5) and (2.7) are studied subject to additional convex constraints. These may be available in form of prior knowledge on the function we seek to learn. Indeed constrained minimal norm interpolation has been studied in Hilbert spaces, see [15] and [5] for a review. It would be interesting to extend these idea to regularization in Banach spaces. As an example, consider the problem of learning a nonnegative function \(f\) in the Hilbert space \(H := L^2(D)\) from the data \(\{u_j = \int_D f(t)g_j(t)dt : j \in \mathbb{Z}_m\}\). Then, any minimizer of the regularization functional of the form (1.3) in \(H\) (where \(L_j(f) := \int_D f(t)g_j(t)dt\)) subject to the additional nonnegativity constraint, has the form in equation (1.2) where \(\phi(t) = \max(t, 0)\), \(t \in \mathbb{R}\), see Theorem 2.3 in [15] for a proof.
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