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Abstract

We design an online algorithm to classify the vertices of a graph. Underpinning
the algorithm is the probability distribution of an Ising model isomorphic to the
graph. Each classification is based on predicting the label with maximum marginal
probability in the limit of zero-temperature with respect to the labels and vertices
seen so far. Computing these classifications is unfortunately based on a #P -
complete problem. This motivates us to develop an algorithm for which we give
a sequential guarantee in the online mistake bound framework. Our algorithm is
optimal when the graph is a tree matching the prior results in [1]. For a general
graph, the algorithm exploits the additional connectivity over a tree to provide a
per-cluster bound. The algorithm is efficient, as the cumulative time to sequen-
tially predict all of the vertices of the graph is quadratic in the size of the graph.

1 Introduction
Semi-supervised learning is now a standard methodology in machine learning. A common approach
in semi-supervised learning is to build a graph [2] from a given set of labeled and unlabeled data
with each datum represented as a vertex. The hope is that the constructed graph will capture either
the cluster [3] or manifold [4] structure of the data. Typically, an edge in this graph indicates the
expectation that the joined data points are more likely to have the same label. One method to
exploit this representation is to use the semi-norm induced by the Laplacian of the graph [5, 4, 6, 7].
A shared idea of the Laplacian semi-norm based approaches is that the smoothness of a boolean
labeling of the graph is measured via the “cut”, which is just the number of edges that connect
disagreeing labels. In practice the semi-norm is then used as a regularizer in which the optimization
problem is relaxed from boolean to real values. Our approach also uses the “cut”, but unrelaxed, to
define an Ising distribution over the vertices of the graph.

Predicting with the vertex marginals of an Ising distribution in the limit of zero temperature was
shown to be optimal in the mistake bound model [1, Section 4.1] when the graph is a tree. The exact
computation of marginal probabilities in the Ising model is intractable on non-trees [8]. However, in
the limit of zero temperature, a rich combinatorial structure called the Picard-Queyranne graph [9]
emerges. We exploit this structure to give an algorithm which 1) is optimal on trees, 2) has a
quadratic cumulative computational complexity, and 3) has a mistake bound on generic graphs that
is stronger than previous bounds in many natural cases.

The paper is organized as follows. In the remainder of this section, we introduce the Ising model
and lightly review previous work in the online mistake bound model for predicting the labeling of a
graph. In Section 2 we review our key technical tool the Picard-Queyranne graph [9] and explain the
required notation. In the body of Section 3 we provide a mistake bound analysis of our algorithm
as well as the intractable 0-Ising algorithm and then conclude with a detailed comparison to the
state of the art. In the appendices we provide proofs as well as preliminary experimental results.
Ising model in the limit zero temperature. In our setting, the parameters of the Ising model
are an n-vertex graph G = (V (G), E(G)) and a temperature parameter τ > 0, where V (G) =
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{1, . . . , n} denotes the vertex set and E(G) denotes the edge set. Each vertex of this graph may
be labeled with one of two states {0, 1} and thus a labeling of a graph may be denoted by a vector
u ∈ {0, 1}n where ui denotes the label of vertex i. The cutsize of a labeling u is defined as
φG(u) :=

∑
(i,j)∈E(G) |ui − uj |. The Ising probability distribution over labelings of G is then

defined as pGτ (u) ∝ exp
(
− 1
τ φG(u)

)
where τ > 0 is the temperature parameter. In our online

setting at the beginning of trial t + 1 we will have already received an example sequence, St, of t
vertex-label pairs (i1, y1), . . . , (it, yt) where pair (i, y) ∈ V (G)×{0, 1}. We use pGτ (uv = y|St) :=
pGτ (uv = y|ui1 = y1, . . . , uit = yt) to denote the marginal probability that vertex v has label y
given the previously labeled vertices of St. For convenience we also define the marginalized cutsize
φG(u|St) to be equal to φG(u) if ui1 = y1, . . . , uit = yt and equal to undefined otherwise. Our
prediction ŷt+1 of vertex it+1 is then the label with maximal marginal probability in the limit of
zero temperature, thus

ŷ0I
t+1(it+1|St) := argmax

y∈{0,1}
lim
τ→0

pGτ (uit+1
= y|ui1 = y1, . . . , uit = yt) . [0-Ising] (1)

Note the prediction is undefined if the labels are equally probable. In low temperatures the mass
of the marginal is dominated by the labelings consistent with St and the proposed label of vertex
it+1 of minimal cut; as we approach zero, ŷt+1 is the label consistent with the maximum number of
labelings of minimal cut. Thus if k := min

u∈{0,1}n
φG(u|S) then we have that

ŷ0I(v|S) =

®
0 |u ∈ {0, 1}n : φG(u|(S, (v, 0))) = k| > |u ∈ {0, 1}n : φG(u|(S, (v, 1))) = k|
1 |u ∈ {0, 1}n : φG(u|(S, (v, 0))) = k| < |u ∈ {0, 1}n : φG(u|(S, (v, 1))) = k| .

The problem of counting minimum label-consistent cuts was shown to be #P-complete in [10] and
further computing ŷ0I(v|S) is also NP-hard (see Appendix G). In Section 2.1 we introduce the
Picard-Queyranne graph [9] which captures the combinatorial structure of the set of minimum-cuts.
We then use this simplifying structure as a basis to design a heuristic approximation to ŷ0I(v|S) with
a mistake bound guarantee.

Predicting the labelling of a graph in the mistake bound model. We prove performance guaran-
tees for our method in the mistake bound model introduced by Littlestone [11]. On the graph this
model corresponds to the following game. Nature presents a graph G; Nature queries a vertex
i1 ∈ V (G) = INn; the learner predicts the label of the vertex ŷ1 ∈ {0, 1}; nature presents a
label y1; nature queries a vertex i2; the learner predicts ŷ2; and so forth. The learner’s goal is
to minimize the total number of mistakes M = |{t : ŷt 6= yt}|. If nature is adversarial, the learner
will always make a “mistake”, but if nature is regular or simple, there is hope that a learner may
incur only a few mistakes. Thus, a central goal of online learning is to design algorithms whose
total mistakes can be bounded relative to the complexity of nature’s labeling. The graph labeling
problem has been studied extensively in the online literature. Here we provide a rough discussion of
the two main approaches for graph label prediction, and in Section 3.3 we provide a more detailed
comparison. The first approach is based on the graph Laplacian [12, 13, 14]; it provides bounds that
utilize the additional connectivity of non-tree graphs, which are particularly strong when the graph
contains uniformly-labeled clusters of small (resistance) diameter. The drawbacks of this approach
are that the bounds are weaker on graphs with large diameter and that the computation times are
slower. The second approach is to estimate the original graph with an appropriately selected tree or
“path” graph [15, 16, 1, 17]; this leads to faster computation times, and bounds that are better on
graphs with large diameters. The algorithm treeOpt [1] is optimal on trees. These algorithms may
be extended to non-tree graphs by first selecting a spanning tree uniformly at random [16] and then
applying the algorithm to the sampled tree. This randomized approach enables expected mistake
bounds which exploit the cluster structure in the graph.

The bounds we prove for the NP-hard 0-Ising prediction and our heuristic are most similar to the
“small p” bounds proven for the p-seminorm interpolation algorithm [14]. Although these bounds
are not strictly comparable, a key strength of our approach is that the new bounds often improve
when the graph contains uniformly-labeled clusters of varying diameters. Furthermore, when the
graph is a tree we match the optimal bounds of [1]. Finally, the cumulative time required to compute
the complete labeling of a graph is quadratic in the size of the graph for our algorithm, while [14] re-
quires the minimization of a non-strongly convex function (on every trial) which is not differentiable
when p→ 1.
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2 Preliminaries
An (undirected) graph G is a pair of sets (V,E) such that E is a set of unordered pairs of distinct
elements from V . We say that R is a subgraph R ⊆ G iff V (R) ⊆ V (G) and E(R) = {(i, j) :
i, j ∈ V (R), (i, j) ∈ E(G)}. Given any subgraphR ⊆ G, we define its boundary (or inner border)
∂0(R), its neighbourhood (or exterior border) ∂e(R) respectively as ∂0(R) := {j : i 6∈ V (R), j ∈
V (R), (i, j) ∈ E(G)}, and ∂e(R) := {i : i 6∈ V (R), j ∈ V (R), (i, j) ∈ E(G)}, and its exterior
edge border ∂Ee (R) := {(i, j) : i 6∈ V (R), j ∈ V (R), (i, j) ∈ E(G)}. The length of a subgraph
P is denoted by |P| := |E(P)| and we denote the diameter of a graph by D(G). A pair of vertices
v, w ∈ V (G) are κ-connected if there exist κ edge-disjoint paths connecting them. The connectivity
of a graph, κ(G), is the maximal value of κ such that every pair of points in G is κ-connected. The
atomic number Nκ(G) of a graph at connectivity level κ is the minimum cardinality c of a partition
of G into subgraphs {R1, . . . ,Rc} such that κ(Ri) ≥ κ for all 1 ≤ i ≤ c.
Our results also require the use of directed-, multi-, and quotient- graphs. Every undirected graph
also defines a directed graph where each undirected edge (i, j) is represented by directed edges (i, j)
and (j, i). An orientation of an undirected graph is an assignment of a direction to each edge, turning
the initial graph into a directed graph. In a multi-graph the edge set is now a multi-set and thus there
may be multiple edges between two vertices. A quotient-graph G is defined from a graph G and
a partition of its vertex set {Vi}Ni=1 so that V (G) := {Vi}Ni=1 (we often call these vertices super-
vertices to emphasize that they are sets) and the multisetE(G) := {(I, J) : I, J ∈ V (G), I 6= J, i ∈
I, j ∈ J, (i, j) ∈ E(G)}. We commonly construct a quotient-graph G by “merging” a collection of
super-vertices, for example, in Figure 2 from 2a to 2b where 6 and 9 are merged to “6/9” and also
the five merges that transforms 2c to 2d.

The set of all label-consistent minimum-cuts in a graph with respect to an example sequence S is
U∗G(S) := argminu∈{0,1}n φG(u|S). The minimum is typically non-unique. For example in Fig-
ure 2a, the vertex sets {v1, . . . , v4}, {v5, . . . , v12} correspond to one label-consistent minimum-cut
and {v1, . . . , v5, v7, v8}, {v6, v9 . . . , v12} to another (the cutsize is 3). The (uncapacitated) maxi-
mum flow is the number of edge-disjoint paths between a source and target vertex. Thus in Figure 2b
between vertex “1” and vertex “6/9” there are at most 3 simultaneously edge-disjoint paths; these are
also not unique, as one path must pass through either vertices 〈v11, v12〉 or vertices 〈v11, v10, v12〉.
Figure 2c illustrates one such flow F (just the directed edges). For convenience it is natural to view
the maximum flow or the label-consistent minimum-cut as being with respect to only two vertices
as in Figure 2a transformed to Figure 2b so that H ← merge(G, {v6, v9}). The “flow” and the
“cut” are related by Menger’s theorem which states that the minimum-cut with respect to a source
and target vertex is equal to the max flow between them. Given a connected graph H and source
and target vertices s, t the Ford-Fulkerson algorithm [18] can find k edge-disjoint paths from s to t
in time O(k|E(H)|) where k is the value of the max flow.

2.1 The Picard-Queyranne graph

Given a set of labels there may be multiple label-consistent minimum-cuts as well as multiple max-
imum flows in a graph. The Picard-Queyranne (PQ) graph [9] reduces this multiplicity as far as is
possible with respect to the indeterminacy of the maximum flow. The vertices of the PQ-graph are
defined as a super-vertex set on a partition of the original graph’s vertex set. Two vertices are con-
tained in the same super-vertex iff they have the same label in every label-consistent minimum-cut.
An edge between two vertices defines an analogous edge between two super-vertices iff that edge is
conserved in every maximum flow. Furthermore the edges between super-vertices strictly orient the
labels in any label-consistent minimum-cut as may be seen in the formal definition that follows.

First we introduce the following useful notations: let kG,S := min{φG(u|S) : u ∈ {0, 1}n} denote
the minimum-cutsize of G with respect to S; let i S∼j denote an equivalence relation between vertices
in V (G) where i S∼j iff ∀u ∈ U∗G(S) : ui = uj ; and then we define,

Definition 1 ([9]). The Picard-Queyranne graph G(G,S) is derived from graph G and non-trivial
example sequence S. The graph is an orientation of the quotient graph derived from the partition
{⊥, I2, . . . , IN−1,>} of V (G) induced by S∼. The edge set of G is constructed of kG,S edge-disjoint
paths starting at source vertex ⊥ and terminating at target vertex >. A labeling u ∈ {0, 1}n is in
U∗G(S) iff

1. i ∈ ⊥ implies ui = 0 and i ∈ > implies ui = 1
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2. i, j ∈ H implies ui = uj

3. i ∈ I , j ∈ J , (I, J) ∈ E(G), and ui = 1 implies uj = 1

where ⊥ and > are the source and target vertices and H, I, J ∈ V (G).

As G(G,S) is a DAG it naturally defines a partial order (V (G),≤G) on the vertex set where I ≤G J
if there exists a path starting at I and ending at J . The least and greatest elements of the partial order
are ⊥ and >. The notation ↑R and ↓R denote the up set and down set of R. Given the set U∗ of all
label-consistent minimum-cuts then if u ∈ U∗ there exists an antichain A ⊆ V (G) \ {>} such that
ui = 0 when i ∈ I ∈ ↓A otherwise ui = 1; furthermore for every antichain there exists a label-
consistent minimum-cut. The simple structure of G(G,S) was utilized by [9] to enable the efficient
algorithmic enumeration of minimum-cuts. However, the cardinality of this set of all label-consistent
minimum-cuts is potentially exponential in the size of the PQ-graph and the exact computation of
the cardinality was later shown #P-complete in [10]. In Figure 1 we give the algorithm from [9, 19]

PicardQueyranneGraph(graph: G; example sequence: S = (vk, yk)
t
k=1)

1. (H, s, t)← SourceTargetMerge(G,S)
2. F ← MaxFlow(H, s, t)
3. I ← (V (I), E(I)) where V (I) := V (H) and E(I) := {(i, j) : (i, j) ∈ E(H), (j, i) 6∈ F}
4. G0 ← QuotientGraph(StronglyConnectedComponents(I),H)
5. E(G)← E(G0); V (G)← V (G0) except ⊥(G)← ⊥(G0) ∪ {vk : k ∈ INt, yk = 0}

and >(G)← >(G0) ∪ {vk : k ∈ INt, yk = 1}
Return: directed graph: G

Figure 1: Computing the Picard-Queyranne graph
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(a) Graph G and S = 〈(v1, 0), (v6, 1), (v9, 1)〉
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(b) GraphH (step 1 in Figure 1)
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(c) Graph I (step 3 in Figure 1)

⊥

A

B C

⊥

(d) PQ Graph G (step 4 in Figure 1)

Figure 2: Building a Picard-Queyranne graph

to compute a PQ-graph. We illustrate the computation in Figure 2. The algorithm operates first on
(G,S) (step 1) by “merging” all vertices which share the same label in S to create H. In step 2 a
max flow graph F ⊆ H is computed by the Ford-fulkerson algorithm. It is well-known in the case
of unweighted graphs that a max flow graph F may be output as a DAG of k edge-disjoint paths
where k is the value of the flow. In step 3 all edges in the flow become directed edges creating I.
The graph G0 is then created in step 4 from I where the strongly connected components become the
super-vertices of G0 and the super-edges correspond to a subset of flow edges from F . Finally, in
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step 5, we create the PQ-graph G by “fixing” the source and target vertices so that they also have as
elements the original labeled vertices from S which were merged in step 1. The correctness of the
algorithm follows from arguments in [9]; we provide an independent proof in Appendix B.
Theorem 2 ([9]). The algorithm in Figure 1 computes the unique Picard-Queyranne graph G(G,S)
derived from graph G and non-trivial example sequence S.

3 Mistake Bounds Analysis

In this section we analyze the mistakes incurred by the intractable 0-Ising strategy (see (1)) and
the strategy longest-path (see Figure 3). Our analysis splits into two parts. Firstly, we show
(Section 3.1, Theorem 4) for a sufficiently regular graph label prediction algorithm, that we may
analyze independently the mistake bound of each uniformly-labeled cluster (connected subgraph).
Secondly, the per-cluster analysis then separates into three cases, the result of which is summarized
in Theorem 10. For a given cluster C when its internal connectivity is larger than the number of
edges in the boundary (κ(C) > |∂Ee (C)|) we will incur no more than one mistake in that cluster. On
the other hand for smaller connectivity clusters (κ(C) ≤ |∂Ee (C)|) we incur up to quadratically in
mistakes via the edge boundary size. When C is a tree we incur O(|∂Ee (C)| logD(C)) mistakes.

The analysis of smaller connectivity clusters separates into two parts. First, a sequence of trials in
which the label-consistent minimum-cut does not increase, we call a PQ-game (Section 3.2) as in
essence it is played on a PQ-graph. We give a mistake bound for a PQ-game for the intractable
0-Ising prediction and a comparable bound for the strategy longest-path in Theorem 8.
Second, when the label-consistent minimum-cut increases the current PQ-game ends and a new one
begins, leading to a sequence of PQ-games. The mistakes incurred over a sequence of PQ-games is
addressed in the aforementioned Theorem 10 and finally Section 3.3 concludes with a discussion of
the combined bounds of Theorems 4 and 10 with respect to other graph label prediction algorithms.

3.1 Per-cluster mistake bounds for regular graph label prediction algorithms

An algorithm is called regular if it is permutation-invariant, label-monotone, and Markov. An
algorithm is permutation-invariant if the prediction at any time t does not depend on the order of
the examples up to time t; label-monotone if for every example sequence if we insert an example
“between” examples t and t+1 with label y then the prediction at time t+1 is unchanged or changed
to y; and Markov with respect to a graph G if for any disjoint vertex sets P and Q and separating set
R then the predictions in P are independent of the labels in Q given the labels of R. A subgraph is
uniformly-labeled with respect to an example sequence iff the label of each vertex is the same and
these labels are consistent with the example sequence. The following definition characterizes the
“worst-case” example sequences for regular algorithms with respect to uniformly-labeled clusters.
Definition 3. Given an online algorithmA and a uniformly-labeled subgraph C⊆G, then BA(C;G)
denotes the maximal mistakes made only in C for the presentation of any permutation of examples
in ∂e(C), each with label y, followed by any permutation of examples in C, each with label 1−y.

The following theorem enables us to analyze the mistakes incurred in each uniformly-labeled sub-
graph C independently of each other and independently of the remaining graph structure excepting
the subgraph’s exterior border ∂e(C).
Theorem 4 (Proof in Appendix D). Given an online permutation-invariant label-monotone Markov
algorithmA and a graph G which is covered by uniformly-labeled subgraphs C1, . . . , Cc the mistakes
incurred by the algorithm may be bounded by M ≤

∑c
i=1 BA(Ci;G) .

The above theorem paired with Theorem 10 completes the mistake bound analysis of our algorithms.

3.2 PQ-games

Given a PQ-graph G = G(G,S), the derived online PQ-game is played between a player and an
adversary. The aim of the player is to minimize their mistaken predictions; for the adversary
it is to maximize the player’s mistaken predictions. Thus to play the adversary proposes a vertex
z ∈ Z ∈ V (G), the player then predicts a label ŷ ∈ {0, 1}, then the adversary returns a label
y ∈ {0, 1} and either a mistake is incurred or not. The only restriction on the adversary is to not
return a label which increases the label-consistent minimum-cut. As long as the adversary does not
give an example (z ∈ ⊥, 1) or (z ∈ >, 0), the label-consistent minimum-cut does not increase
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no matter the value of y; which also implies the player has a trivial strategy to predict the label of
z ∈ ⊥ ∪ >. After the example is given, we have an updated PQ-graph with new source and target
super-vertices as seen in the proposition below.
Proposition 5. If G(G,S) is a PQ-graph and (z, y = 0) ((z, y = 1)) is an example with
z ∈ Z ∈ V (G) and z 6∈ > (z 6∈ ⊥) then let Z = ↓{Z} (Z = ↑{Z}) then G(G, 〈S, (z, y)〉) =
merge(G(G,S),Z).

Thus given the PQ-graph G the PQ-game is independent of G and S, since a “play” z ∈ V (G)
induces a “play” Z ∈ V (G) (with z ∈ Z).

Mistake bounds for PQ-games. Given a single PQ-game, in the following we will discuss the
three strategies fixed-paths, 0-Ising, and longest-path that the player may adopt
for which we prove online mistake bounds. The first strategy fixed-paths is merely motiva-
tional: it can be used to play a single PQ-game, but not a sequence. The second strategy 0-Ising
is computationally infeasible. Finally, the longest-path strategy is “dynamically” similar to
fixed-paths but is also permutation-invariant. Common to all our analyses is a k-path cover
P of PQ-graph G which is a partitioning of the edge-set of G into k edge-disjoint directed paths
P := {p1, . . . , pk} from ⊥ to >. Note that the cover is not necessarily unique; for example, in
Figure 2d, we have the two unique path covers P1 := {(⊥, A,>), (⊥, A,B,>), (⊥, B, C,>)} and
P2 := {(⊥, A,>), (⊥, A,B,C,>), (⊥, B,>)}. We denote the set of all path covers as P and thus
we have for Figure 2d that P := {P1, P2}. This cover motivates a simple mistake bound and strat-
egy. Suppose we had a single path of length |p| where the first and last vertex are the “source”
and “target” vertices. So the minimum label-consistent cut-size is “1” and a natural strategy is sim-
ply to predict with the “nearest-neighbor” revealed label and trivially our mistake bound is log |p|.
Generalizing to multiple paths we have the following strategy.

Strategy fixed-paths(‹P ): Given a PQ-graph choose a path cover {p̃1, . . . , p̃k} = ‹P ∈ P(G).
If the path cover is also vertex-disjoint except for the source and target vertex we may directly use the
“nearest-neighbor” strategy detailed above, achieving the mistake upper bound M ≤

∑k
i=1 log |p̃i|.

Unsurprisingly, in the vertex-disjoint case it is a mistake-bound optimal [11] algorithm. If, however,‹P is not vertex-disjoint and we need to predict a vertex V we may select a path in ‹P containing V
and predict with the nearest neighbour and also obtain the bound above. In this case, however, the
bound may not be “optimal.” Essentially the same technique was used in [20] in a related setting
for learning “directed cuts.” A limitation of the fixed-paths strategy is that it does not seem
possible to extend into a strategy that can play a sequence of PQ-games and still meet the regularity
properties, particularly permutation-invariance as required by Theorem 4.

Strategy 0-Ising: The prediction of the Ising model in the limit of zero temperature (cf. (1)),
is equivalent to those of the well-known Halving algorithm [21, 22] where the hypothesis class U∗
is the set of label-consistent minimum-cuts. The mistake upper bound of the Halving algorithm
is just M ≤ log |U∗| where this bound follows from the observation that whenever a mistake is
made at least “half” of concepts in U∗ are no longer consistent. We observe that we may upper
bound |U∗| ≤ argminP∈P(G)

∏k
i=1 |pi| since the product of path lengths from any path cover P

is an upper bound on the cardinality of U∗ and hence we have the bound in (2). And in fact this
bound may be a significant improvement over the fixed-paths strategy’s bound as seen in the
following proposition.
Proposition 6 (Proof in Appendix C). For every c ≥ 2 there exists a PQ-graph Gc, with a path cover
P ′ ∈ P(Gc) and a PQ-game example sequence such that the mistakes Mfixed-paths(P ′) = Ω(c2),
while for all PQ-game example sequences on Gc the mistakes M0-Ising = O(c).

Unfortunately the 0-Ising strategy has the drawback that counting label-consistent minimum-cuts
is #P-complete and computing the prediction (see (1)) is NP-hard (see Appendix G).

Strategy longest-path: In our search for an efficient and regular prediction strategy it seems
natural to attempt to “dynamize” the fixed-paths approach and predict with a nearest neigh-
bor along a dynamic path. Two such permutation-invariant methods are the longest-path and
shortest-path strategies. The strategy shortest-path predicts the label of a super-vertex
Z in a PQ-game G as 0 iff the shortest directed path (⊥, . . . , Z) is shorter than the shortest directed
path (Z, . . . ,>). The strategy longest-path predicts the label of a super-vertex Z in a PQ-game
G as 0 iff the longest directed path (⊥, . . . , Z) is shorter than the longest directed path (Z, . . . ,>).
The strategy shortest-path seems to be intuitively favored over longest-path as it is just
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Input: Graph: G, Example sequence: S = 〈(i1, 0), (i2, 1), (i3, y3), . . . , (i`, y`)〉 ∈ (INn × {0, 1})`

Initialization: G3 = PicardQueyranneGraph(G,S2)
for t = 3, . . . , ` do

Receive: it ∈ {1, . . . , n}
It = V ∈ V (Gt) with it ∈ V

Predict (longest-path): ŷt =
ß
0 |longest-path(Gt,⊥t, It)|≤|longest-path(Gt, It,>t)|
1 otherwise

Predict (0-Ising): ŷt = ŷI0(it|St−1) % as per equation (1)
Receive: yt
if (it 6∈ ⊥t or yt 6= 1) and (it 6∈ >t or yt 6= 0) then % cut unchanged

Gt+1 =

ß
merge(Gt, ↓{It}) yt = 0

merge(Gt, ↑{It}) yt = 1
else % cut increases

Gt+1 = PicardQueyranneGraph(G,St)
end

Figure 3: Longest-path and 0-Ising online prediction

the “nearest-neighbor” prediction with respect to the geodesic distance. However, the following
proposition shows that it is strictly worse than any fixed-paths strategy in the worst case.
Proposition 7 (Proof in Appendix C). For every c ≥ 4 there exists a PQ-graph Gc and a PQ-game
example sequence such that the mistakesMshortest-path = Ω(c2 log(c)), while for every path cover
P ∈P(Gc) and for all PQ-game example sequences on Gc the mistakes Mfixed-paths(P ) = O(c2).

In contrast, for the strategy longest-paths in the proof of Theorem 8 we show that there al-
ways exists some retrospective path cover Plp ∈ P(G) such that Mlongest-paths ≤

∑k
i=1 log |pilp|.

Computing the “longest-path” has time complexity linear in the number of edges in a DAG.

Summarizing the mistake bounds for the three PQ-game strategies for a single PQ-game we have
the following theorem.
Theorem 8 (Proof in Appendix C). The mistakes, M , of an online PQ-game for player strategies
fixed-paths(‹P ), 0-Ising, and longest-path on PQ-graph G and k-path cover ‹P ∈
P(G) is bounded by

M ≤


∑k
i=1 log |p̃i| fixed-paths(‹P )

argminP∈P(G)

∑k
i=1 log |pi| 0-Ising

argmaxP∈P(G)

∑k
i=1 log |pi| longest-path

. (2)

3.3 Global analysis of prediction at zero temperature

In Figure 3 we summarize the prediction protocol for 0-Ising and longest-path. We claim
the regularity properties of our strategies in the following theorem.
Theorem 9 (Proof in Appendix E). The strategies 0-Ising and longest-path are
permutation-invariant, label-monotone, and Markov.

The technical hurdle here is to prove that label-monotonicity holds over a sequence of PQ-games.
For this we need an analog of Proposition 5 to describe how the PQ-graph changes when the label-
consistent minimum-cut increases (see Proposition 19). The application of the following theorem
along with Theorem 4 implies we may bound the mistakes of each uniformly-labeled cluster in
potentially three ways.
Theorem 10 (Proof in Appendix D). Given either the 0-Ising or longest-path strategy A
the mistakes on uniformly-labeled subgraph C ⊆ G are bounded by

BA(C;G) ∈


O(1) κ(C) > |∂Ee (C)|
O
(
|∂Ee (C)|(1 + |∂Ee (C)| − κ(C)) logN(C)

)
κ(C) ≤ |∂Ee (C)|

O(|∂Ee (C)| logD(C)) C is a tree
(3)

with the atomic number N(C) := N|∂E
e (C)|+1(C) ≤ |V (C)|.
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First, if the internal connectivity of the cluster is high we will only make a single mistake in that clus-
ter. Second, if the cluster is a tree then we pay the external connectivity of the cluster |∂Ee (C)| times
the log of the cluster diameter. Finally, in the remaining case we pay quadratically in the external
connectivity and logarithmically in the “atomic number” of the cluster. The atomic number captures
the fact that even a poorly connected cluster may have sub-regions of high internal connectivity.
Computational complexity. If G is a graph and S an example sequence with a label-consistent
minimum-cut of φ then we may implement the longest-path strategy so that it has a cumulative
computational complexity ofO(max(φ, n) |E(G)|). This follows because if on a trial the “cut” does
not increase we may implement prediction and update in O(|E(G)|) time. On the other hand if the
“cut” increases by φ′ we payO(φ′|E(G)|) time. To do so we implement an online “Ford-Fulkerson”
algorithm [18] which starts from the previous “residual” graph to which it then adds the additional
φ′ flow paths with φ′ steps of size O(|E(G)|).

Discussion. There are essentially five dominating mistake bounds for the online graph labeling prob-
lem: (I) the bound of treeOpt [1] on trees, (II) the bound in expectation of treeOpt on a random
spanning tree sampled from a graph [1], (III) the bound of p-seminorm interpolation [14]
tuned for “sparsity” (p < 2), (IV) the bound of p-seminorm interpolation as tuned to be
equivalent to online label propagation [5] (p = 2), (V) this paper’s longest-path strategy.

The algorithm treeOpt was shown to be optimal on trees. In Appendix F we show that
longest-path also obtains the same optimal bound on trees. Algorithm (II) applies to generic
graphs and is obtained from (I) by sampling a random spanning tree (RST). It is not directly com-
parable to the other algorithms as its bound holds only in expectation with respect to the RST.

We use [14, Corollary 10] to compare (V) to (III) and (IV). We introduce the following simpli-
fying notation to compare bounds. Let C1, . . . , Cc denote uniformly-labeled clusters (connected
subgraphs) which cover the graph and set κr := κ(Cr) and φr := |∂Ee (Cr)|. We define Dr(i) to
be the wide diameter at connectivity level i of cluster Cr. The wide diameter Dr(i) is the minimum
value such that for all pairs of vertices v, w ∈ Cr there exists i edge-disjoints of paths from v to w of
length at least Dr(i) in Cr (and if i > κr then Dr(i) := +∞). Thus Dr(1) is the diameter of cluster
Cr and Dr(1) ≤ Dr(2) ≤ · · · . Let φ denote the minimum label-consistent cutsize and observe that
if the cardinality of the cover |{C1, . . . , Cc}| is minimized then we have that 2φ =

∑c
r=1 φr.

Thus using [14, Corollary 10] we have the following upper bounds of (III): (φ/κ∗)2 logD∗ + c and
(IV): (φ/κ∗)D∗ + c where κ∗ := minr κr and D∗ := maxrDr(κ

∗). In comparison we have (V):
[
∑c
r=1 max(0, φr − κr + 1)φr logNr] + c with atomic numbers Nr := Nφr+1(Cr). To contrast

the bounds, consider a double lollipop labeled-graph: first create a lollipop which is a path of n/4
vertices attached to a clique of n/4 vertices. Label these vertices 1. Second, clone the lollipop
except with labels 0. Finally join the two cliques with n/8 edges arbitrarily. For (III) and (IV)
the bounds are O(n) independent of the choice of clusters. Whereas an upper bound for (V) is the
exponentially smaller O(log n) which is obtained by choosing a four cluster cover consisting of the
two paths and the two cliques. This emphasizes the generic problem of (III) and (IV): parameters
κ∗ and D∗ are defined by the worst clusters; whereas (V) is truly a per-cluster bound. We consider
the previous “constructed” example to be representative of a generic case where the graph contains
clusters of many resistance diameters as well as sparse interconnecting “background” vertices.

On the other hand, there are cases in which (III,IV) improve on (V). For a graph with only small
diameter clusters and if the cutsize exceeds the cluster connectivity then (IV) improves on (III,V)
given the linear versus quadratic dependence on the cutsize. The log-diameter may be arbitrarily
smaller than log-atomic-number ((III) improves on (V)) and also vice-versa. Other subtleties not
accounted for in the above comparison include the fact a) the wide diameter is a crude upper bound
for resistance diameter (cf. [14, Theorem 1]) and b) the clusters of (III,IV) are not required to be
uniformly-labeled. Regarding “a)” replacing “wide” with “resistance” does not change the fact
the bound now holds with respect to the worst resistance diameter and the example above is still
problematic. Regarding “b)” it is a nice property but we do not know how to exploit this to give
an example that significantly improves (III) or (IV) over a slightly more detailed analysis of (V).
Finally (III,IV) depend on a correct choice of tunable parameter p.

Thus in summary (V) matches the optimal bound of (I) on trees, and can often improve on (III,IV)
when a graph is naturally covered by label-consistent clusters of different diameters. However
(III,IV) may improve on (V) in a number of cases including when the log-diameter is significantly
smaller than log-atomic-number of the clusters.
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Technical Appendices

A Experiments
In this section we present some preliminary experiments that compare the longest-path strat-
egy to treeOpt [1] and label propagation [5, 4]. The datasets include the four standardized bench-
mark datasets USPS 2 vs 3, 3 vs 8, 20 newsgroups and ISOLET as well as a constructed
dataset Stripes. We used our own implementation of longest-path and labelProp. For
the purposes of computational efficiency we ran our experiments in the “batch mode” rather than
“online.”

We used the benchmark datasets as follows. With the USPS datasets we sampled 500 digits from
each class. For ISOLET we combined “ISOLET1” to “ISOLET5” giving 3900 in class “0” (letters
‘A-M’) and 3897 class “1” (letters ‘N-Z’) examples. While for 20 newsgroups we combined
“comp.*” and “rec.*” creating class “0” with 8124 examples and combining “sci.*” and “talk.*”
creating class “1” with 8118 examples. Thus all datasets are nearly balanced between the classes.
We then constructed a graph for each dataset by computing a “cost” matrix between all examples
(patterns) in the dataset, using the Euclidean metric except on ISOLET where we used the “cosine
distance.” We then constructed both an unweighted minimum spanning tree (MST) and a “3-NN”
graph (via the cost matrix) and then “unioned” the edge sets together creating our final graph for
each of the datasets. The rationale behind the methodology was based on the common empirical
observation that 3-NN graphs are often among the most competitive of the unweighted k-NN graphs.
We then added a MST to ensure that the final graph was connected. This produced a relatively sparse
graph that reduced the computational burden for all methods and reduced variance by avoiding
model selection. Although it was beyond the scope of our limited study, it may be the case that
constructed graphs with higher connectivity could potentially lead to higher accuracies.

In Figure 4 we report our results. We give the mean accuracy (computed over all labels in the
graph) and its standard deviation from ten runs. For each “column,” and each run of 10, we sampled
uniformly `/2 labels from each class. For the USPS datasets we also randomly sampled and built
a new graph on each run. Finally on each run as treeOpt expects a tree we further sampled a
uniform random spanning tree as per [1] from the built graph on each of the 10 runs.

Our obervations are as follows. LabelProp performs systematically well across all datasets.
treeOpt tends to have the weakest performance. Note, however, that treeOpt is very computa-
tionally efficient and it is natural to run with an ensemble of trees to improve performance; this is
discussed and experimentally confirmed in [17]. Longest-path is competitive and improves on
labelProp often. But it has a “failure mode” as seen in the first column for the relatively smaller
label sets. We observed that when this occurred we are finding small PQ-graphs corresponding to
unbalanced trivial label-consistent minimum-cuts.

We also show results on a constructed dataset to illustrate the potential of the algorithm. Stripes
is a 60 × 60 grid graph with toroidal boundary connectivity. Thus each vertex has four neighbors.
The problem corresponds to a simple geometric concept of “stripes.” We induce the two classes
by alternately “coloring” each of the 6 vertical stripes of 10 × 60 vertices. For this dataset the
performance of longest-path strongly dominates. We provide a visualization of a typical PQ-
graph from a Stripes in Figure 5.
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` = 8 ` = 16 ` = 32 ` = 64 ` = 128

USPS labelProp .980± .010 .982± .008 .984± .005 .988± .003 .991± .002

2 vs. 3 treeOpt .814± .055 .885± .032 .891± .032 .956± .013 .959± .013
longest-path .504± .001 .940± .143 .987± .003 .988± .003 .990± .002

` = 8 ` = 16 ` = 32 ` = 64 ` = 128

USPS labelProp .956± .009 .953± .007 .961± .007 .967± .004 .971± .004

3 vs. 8 treeOpt .797± .105 .749± .095 .878± .013 .935± .026 .960± .023
longest-path .505± .001 .600± .184 .969± .006 .971± .004 .972± .003

` = 32 ` = 128 ` = 512 ` = 1600 ` = 2048

ISOLET labelProp .661± .039 .764± .024 .820± .012 .887± .006 .899± .004
treeOpt .658± .042 .731± .012 .824± .008 .888± .007 .906± .002

longest-path .524± .033 .726± .016 .799± .016 .906± .007 .921± .006
` = 800 ` = 1000 ` = 2000 ` = 4000 ` = 6000

Newsgroups labelProp .825± .005 .826± .007 .844± .004 .871± .002 .894± .003
treeOpt .753± .006 .758± .014 .804± .001 .847± .002 .878± .003

longest-path .549± .004 .798± .013 .839± .005 .867± .003 .890± .002
` = 250 ` = 450 ` = 650 ` = 850 ` = 1050

Stripes labelProp .915± .013 .948± .005 .962± .004 .972± .004 .978± .005
treeOpt .817± .012 .879± .017 .909± .006 .928± .003 .936± .006

longest-path .921± .090 .998± .002 .997± .002 .994± .004 .993± .002

Figure 4: Experiments

Figure 5: A PQ-Graph is generated by a stripes run (` = 250). There are 152 super-vertices,
the source vertex (⊥) is white, the target (>) is black. The value of the flow is 654. Many of the
edges encoded represent multi-edges. Of these there are six types: a green edge with a flow of 231,
a brown edge with a flow of 7, an orange with a flow of 5, blue with a flow of 2 and the remaining
black edges with a flow of 1.
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B Properties of the PQ-graph (proof of Theorem 2)

We separate the proof of Theorem 2 into two claims.

Claim 1. The Picard-Queyranne graph G(G,S) of Definition 1 is uniquely defined.

Claim 2. The algorithm in Figure 1 computes the Picard-Queyranne graph G(G,S).

Proof of Claim 1.

To prove Claim 1 we need to show that V (G) and E(G) are unique. Observe that V (G) is trivially
unique as it is the partition on V (G) induced by S∼.

To prove E(G) is unique, first recall that G is an orientation of a quotient graph of G induced by the
partition (V (G)) of V (G); thus up to direction the edges of G are determined uniquely. Hence, all
that is left to prove is that the directions of the edges are uniquely determined. If this is not the case
then there exists G′ = (V (G), E(G′)) and G′′ = (V (G), E(G′′)) satisfying Definition 1 such that
there exists (I, J) ∈ E(G′) and (J, I) ∈ E(G′′). Then for i ∈ I and j ∈ J , for all u ∈ U∗G(S) we
have ui = 1⇔ uj = 1 by condition 3 applied to G′ and G′′. Thus for arbitrary i ∈ I and j ∈ J we
have that ui = uj which contradicts the fact that I, J are distinct elements in the partition induced
by S∼. �

Proof of Claim 2.

In this proof we define G,S,H, I, G0 and G as in the algorithm of Figure 1. We also define
k := kG,S . In step 2 of the algorithm the graph H is formed by merging the vertices of G in
the example sequence S which are labeled 0 and 1 to create source vertex s and target vertex t,
respectively. In steps 2-4 we then compute the PQ-graph G0(H, ((s, 0), (t, 1))) and then in step 5,
we construct G(G,S) by “de-merging” vertices s and t. Note that the set of all labelings ofH which
satisfy us = 0 and ut = 1 with minimum-cut is isomorphic to the set of all labelings U∗G(S) of G
consistent with S with minimum-cut; and likewise the edge sets E(H) and E(G) are isomorphic.
Hence for simplicity in presentation we lightly abuse notation in the following proof at times by
identifyingH with G and G0 with G.

Lemma 11. The edge set E(G) computed by the algorithm consists of k edge-disjoint paths from
⊥ to >

Proof. We have, from the Ford-Fulkerson algorithm on an unweighted graph, that the flow F con-
sists of k edge-disjoint directed paths F1, F2, . . . , Fk from s to t. Take path F1 and write it as
(s = f0, f1, . . . , fm = t). For every i < m we have (fi, fi+1) ∈ F so (fi+1, fi) /∈ F and hence
(fi, fi+1) ∈ I so F1 is a directed path in I. For each strongly connected component H ∈ V (G), let
fH = {i ∈ Nm : fi ∈ H}. Suppose we have i, j, l ∈ Nm with i < j < l and i, l ∈ fH for some
H ∈ V (G). Then since fi and fl are in the same strongly connected component (of I) there exists
a directed path p in I from fl to fi. Hence we have a path (fi, fi+1, . . . , fj) from fi to fj and a
path 〈(fj , fj+1, . . . , fl), p〉 from fj to fi, in I. This implies that fi and fj are in the same strongly
connected component and hence fj ∈ H so j ∈ fH . We can hence write fH = {c : a ≤ c < b}
for some a, b ∈ Nm+1 with a ≤ b. This means we can write F1 as 〈gH0 , gH1 , . . . , gHl〉 for some
l and distinct Hi where gHi is a sequence containing exactly the elements of {fa : a ∈ fHi}.
Since f0 = s (resp. fm = t), and f0 ∈ fH0 (resp. fm ∈ fHl ) we must have H0 = ⊥ (resp.
Hl = >). Upon the collapse of I to G, F1 hence becomes the path (⊥ = H0, H1, . . . ,Hl = >),
i.e., F1 collapses to a path in G from ⊥ to >. This happens for each Fi, giving us k edge-disjoint
paths in G from ⊥ to >. The result is then seen by noting that every directed edge in G comes
from a directed edge in F (otherwise the edge would be bidirected in I implying that both vertices
on the edge would be in the same strongly connected component (and hence such an edge would
disappear)).

Lemma 12. Every labelling u ∈ U∗G(S) satisfies the conditions in Definition 1 with respect to G as
computed by the algorithm.

Proof. Let u be a labelling in U∗G(S). First we prove the useful fact that,

if ui 6= uj and (i, j) ∈ E(I) then ui = 0, uj = 1 (4)
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The above is seen since k edges in F are cut under u (as F consists of k edge-disjoint directed path
graphs from “s” to “t” with us = 0 and ut = 1). Thus if there was a cut edge in E(G) \ E(F)
the cut of u would be larger than k which is a contradiction. Hence we have (since ui 6= uj and
(i, j) ∈ E(H) (as (i, j) ∈ E(I))) that either (i, j) ∈ F or (j, i) ∈ F . But if (j, i) ∈ F then
(i, j) /∈ E(I) which is a contradiction. Hence we have that (i, j) ∈ F so, since u minimises the cut
and ui 6= uj , we must have ui = 0 and uj = 1.

We now prove that u satisfies conditions 1-3 of Definition 1.

Condition 2: Suppose, for contradiction, that i and j are in the same super-vertex H ∈ V (G) and
ui 6= uj . Then without loss of generality assume ui = 1 and uj = 0. Since i and j are in the same
strongly connected component of I there exists a directed path (i = v0, v1, v2, . . . , vm−1, vm = j)
in I. Since ui 6= uj there exists a < m such that uva 6= uva+1 so let b be the minimum such a.
Since uvl = uvl+1

for all l < b, we have uvb = uv0 = ui = 1. But, since (vb, vb+1) ∈ E(I), and
uvb 6= uvb+1

, this contradicts (4).

Condition 1: We have a vertex s ∈ ⊥ with us = 0 (since u is label-consistent). Hence, if i ∈ ⊥
then, by condition 2 (with H := ⊥) ui = us = 0. The same goes for > (with 1 instead of 0 and t
instead of s).

Condition 3: Since (I, J) ∈ E(G) with I 6= J there exists i′ ∈ I and j′ ∈ J such that there exists
an edge (i′, j′) in I. Hence, if ui = 1 then by condition 2 (with H := I), ui′ = 1 which implies,
by (4), that uj′ = 1 and hence, by condition 2 (with H := J), uj = 1.

We now prove the converse of Lemma 12.

Lemma 13. If a labelling u satisfies the conditions in Definition 1 with respect to G as computed
by the algorithm then we have u ∈ U∗G(S).

Proof. By condition 1, us = 0 and ut = 1 so u is label-consistent. From the proof of Lemma 11
we have that G is formed of k edge-disjoint paths P1, P2, P3, . . . , Pk which are the flow paths
F1, F2, F3, . . . , Fk after collapse. Let’s consider P1 and F1. Let P1 = (⊥ = H0, H1, . . . ,Hl = >)
and F1 = 〈gH0 , gH1 , . . . , gHl〉 for gHi defined as in the proof of Lemma 11. By condition 2 we
have that, for any a ∈ Nl there exists uHa ∈ {0, 1} such that for all i ∈ Ha, ui = uHa . Let
b = min{a ∈ Nl : uHa = 1} (note that b exists since uHl = 1 (by condition 1 and since Hl = >)
and that b > 0 since uH0 = 0 (by condition 1 and since H0 = ⊥)). Suppose, for contradiction, that
uHc = 0 for some c > b. Then d = min{a > b : uHa = 0} is defined. Then we have uHd−1 = 1 so
we have a directed edge (Hd−1, Hd) in G with uHd−1 = 1 and uHd = 0 which contradicts condition
3. We hence have that Ha = 1 for all a ≥ b. By definition of b we also have that uHa = 0 for all
a < b. Hence, we have that all elements i of the sequence 〈gH0 , gH1 , . . . , gHb−1〉 satisfy ui = 0 and
all elements i of the sequence 〈gHb , gHb+1 , . . . , gHl〉 satisfy ui = 1. This means that F1 has exactly
one cut edge (the edge from the final vertex of gHb−1 to the first vertex of gHb ). The same argument
for all of the k edge-disjoint paths P1, P2, ..Pk implies that every flow path has exactly one cut edge
which gives us exactly k cut edges in F . Suppose now that we have an edge (i, j) of G such that
(i, j), (j, i) /∈ F . Then (i, j) (resp. (j, i)) is a path from i to j (resp. j to i) in I. This implies that i
and j are in the same strongly connected component of I and hence by condition 2, ui = uj . This
means that all the edges that aren’t on flow paths are not cut and hence that there are exactly k cut
edges in G.

Lemma 14. If G is the graph produced by the algorithm then the vertex set V (G) is the partition
induced by S∼ on V (G).

Proof. Since from Lemma 12 we have shown for V (G) as computed by the algorithm the condition

∀u ∈ U∗G(S) : i, j ∈ H ∈ V (G)⇒ ui = uj ,

we now need to show,

∀i, j : i ∈ H ∈ V (G), j 6∈ H ⇒ ∃u ∈ U∗G(S) : ui 6= uj .

Thus given i ∈ H ∈ V (G), j ∈ H ′ ∈ V (G) and H 6= H ′ we now show there exists a labeling
u ∈ U∗G(S) such that ui 6= uj .
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Assume H ′ 6≤G H (else swap H and H ′). Let D := ↓{H} then for all i ∈
⋃
D set ui := 0 and for

all i ∈
⋃

(V (G) \ D) set ui := 1. We have (since H ∈ D) that u labels all vertices in H as 0 and
(since H ′ /∈ D) that u labels all vertices in H ′ as 1. Hence u labels H and H ′ differently. Hence,
all that is required to prove now is that u ∈ U∗G(S) which, by Lemma 13, is proved by showing that
u satisfies the conditions 1-3 in Definition 1 which we now show.

Condition 1: We have that ⊥ ∈ D and hence all vertices i ∈ ⊥ are labelled 0 by u. We also have
that > /∈ D (as H ′ ≤G > implies H 6= >) and hence all vertices in > are labelled 1 by u.

Condition 2: It is clear from the definition of u that, given H ∈ V (G), all vertices i in H have the
same label ui since if H ∈ D then all vertices in H are labelled 0 and if H /∈ D then all vertices in
H are labelled 1.

Condition 3: Suppose we have (I, J) ∈ E(G) and i ∈ I with ui = 1. We now prove that for all
j ∈ J , uj = 1 which shows that u satisfies condition 3. To prove this assume the converse: that
uj = 0. Then we must have that J ∈ D so there exists a path P in G from J to H . Hence we have
a path 〈(I, J), P 〉 from I to H in G which implies that I ∈ D and hence all vertices in I , and hence
i, are labelled 0 by u which is a contradiction.

Lemmas 11-14 show that G satisfies Claim 2. �

C PQ-game proofs (Propositions 5,6,7 and Theorem 8)

C.1 Proof of Proposition 5

Proof. By symmetry we can, without loss of generality, assume that y = 1. Let ⊥′ and >′ be
the source and target vertices of G(G, 〈S, (z, y)〉). Given a labelling u ∈ U∗G(S), define u′ to be
the labelling of G such that for all v ∈

⋃
↑{Z} we have u′v := 1 and for all v /∈

⋃
↑{Z} we

have u′v := uv . We now show that given any labelling u ∈ U∗G(S) we have that the cutsize of u′
is equal to kG,S and hence (since u′z = 1) that u′ ∈ U∗G(〈S, (z, 1)). To show this split G(G,S)
into kG,S edge-disjoint directed paths p1, p2, ..., pkG,S . Note that, since u has a cutsize of kG,S ,
each path pi has a single cut under u. We can write pi as (⊥, Y1, Y2, ..., Ym, X1, X2, ..., X

′
m = >)

where each Yj is not in ↑{Z} and each Xj is in ↑{Z}. Hence, it is easy to see that since pi
has a single cut under u it also has a single cut under u′. u′ hence induces a cutsize of kG,S in
G(G,S) so u′ has a cutsize of kG,S . Note that since (by the above) kG,〈S,(z,y)〉 = kG,S we have
U∗G(〈S, (z, 1)) = {u ∈ U∗G(S) : uz = 1}.
Given X ∈ V (G(G,S)) and x, y ∈ X we have, for all u ∈ U∗G(〈S, (z, 1)), u ∈ U∗G(S) and hence,
by Item 1 of Definition 1 we have ux = uy . This implies that x and y are in the same super-vertex of
G(G, 〈S, (z, y)〉). Hence, given X ∈ V (G(G,S)), we have that X is a subset of some super-vertex,
in G(G, 〈S, (z, y)〉). Given X ∈ V (G(G,S)) define X̄ to be the super-vertex in G(G, 〈S, (z, y)〉)
that contains X as a subset.

We now show that for every X ∈ ↑{Z} we have X̄ = >′. Suppose we have X ∈ ↑{Z}. Then let
(Z = Y0, Y1, ..., Ym = X) be a directed path in G(G,S). For all i choose xi to be an arbitrary vertex
in Yi. Let u be an arbitrary labelling in U∗G(〈S, (z, 1)). Then since x0 ∈ Z we have ux0

= 1 and
hence, by induction on i using Item 3 of Definition 1 (and noting that u ∈ U∗G(S)) we have uxi

= 1.
This implies that uxm = 1. We have just shown that for every labelling u ∈ U∗G(〈S, (z, 1)), u labels
all vertices in X as 1 and hence we have that X ⊆ >′ which implies that X̄ = >′.
We now show that for every X ∈ V (G(G,S)) \ ↑{Z} we have X̄ 6= >′. To see this let x be an
arbitrary member of X . Then since X 6= > choose a labelling u ∈ U∗G(S) such that ux = 0. We
then have u′x = 0 so since (by the above) u′ ∈ U∗G(〈S, (z, 1)) we have x /∈ >′. Hence X 6⊆ >′ so
we have X̄ 6= >′.
We now show that for every X,Y ∈ V (G(G,S)) \ ↑{Z} we have that X̄ 6= Ȳ . To see this
choose x ∈ X and y ∈ Y . Since x and y are in different super-vertices in G(G,S) we can choose
u ∈ U∗G(S) such that ux 6= uy . We then have u′x = ux 6= uy = u′y so, since (by the above)
u′ ∈ U∗G(〈S, (z, 1)), we have that x and y are in different super-vertices of G(G, 〈S, (z, y)〉). It
follows that X̄ 6= Ȳ .
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Combining the above results we get the following: for every X ∈ ↑{Z} we have X̄ = >′ and
for every X ∈ V (G(G,S)) \ ↑{Z} we have X̄ = X . By Item 3 of Definition 1 (and since
U∗G(〈S, (z, 1)) ⊆ U∗G(S)) we have that the directions of the edges in G(G, 〈S, (z, y)〉) are inher-
ited from G(G,S). This completes the proof.

C.2 Proof of Propositions 6 and 7

Proof of Proposition 6. The comb PQ-graph Gc,r is generated from the labeled graph G with cr +
2c− 1 vertices, and 2c labels. We initially have a path,

p0 := (s0, v0, v1, . . . , vcr−1, vcr, t0), ,

of cr + 3 vertices and then every r vertices (from vr to v(c−1)r) we have a bottom vertex si and a
top vertex ti forming a three-vertex path pi := (si, vir, ti) for i ∈ INc−1 that intersects p0. Thus if
{s0, . . . , sc−1} are each labeled “0” and {t0, . . . , tc−1} are each labeled “1”; then the PQ-graph Gc,r
will have cr+3 vertices with all source “s”-vertices “glued” together to form⊥ and likewise the “t”-
vertices form > (Notationally it is still convenient to refer to these “s” and “t” vertices within “⊥”
and “>” as they now correspond to edges leaving the super-vertex). Thus P := {p0, . . . , pc−1} is
one path cover (see Figure 6a). However, we also have another “zig-zag” path cover (see Figure 6b)

P ′ = {(s0, . . . , t1), (s1, . . . , t2), . . . , (sc−2, . . . , tc−1), (sc−1, . . . , t0)} .

Observe that path cover P has one path of length cr + 2 and c − 1 paths of length 2 whereas
P ′ has c paths of length r + 2; thus the path lengths are very unbalanced in P as opposed to
P ′ which leads to the following mistake bounds M0-Ising ≤ O(log r + log c + (c − 1)) and
Mfixed-paths(P ′) ≤ O(c log r).

s0 s1 s2 s3 sc-1

t 1 t 2 t 3 t c-1 t 0

(a) Path cover P of Gc,r

s0 s1 s2 s3 sc-1

t 1 t 2 t 3 t c-1 t 0

(b) Path cover P ′ of Gc,r

Figure 6: Two path covers of the comb PQ-graph

Now if we assume the true labeling of G is all “0” except at the “t”-vertices then an adversary
may also force fixed-paths(P ′) to incur Ω(c log r) mistakes by forcing Ω(log r) mistakes in
first path (s0, . . . , t1) (e.g. by first selecting vr/2+1 then v3r/4+1 then v7r/8+1 and so on) and then
Ω(log r) mistakes in the second path (s1, . . . , t2) and so on. Thus comparing the two algorithms by
setting r := 2c we have that M0-Ising ≤ O(c) and Mfixed-paths(P ′) ≥ Ω(c2).

Proof of Proposition 7. We consider a generalization of the (c, r)-comb to the (b, c, r)-grid, with
b, c < r . The (b, c, r)-grid is essentially is a “stacking” of b+ 1 of the (c, r)-combs. More precisely
we have b+ 1 directed path graphs of the form

pi,. := (si,., vi,0, vi,1, . . . , vi,cr−1, vi,cr, ti,.)
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for i ∈ {0, 1, . . . , b} each with cr + 3 vertices. We then create a grid intersecting these b + 1 paths
with c− 1 paths of the form

p.,j := (s.,j , v1,jr, v2,jr, . . . , vb,jr, t.,j)

for j ∈ INc−1, so that the grid has (b+1)(cr+3)+2(c−1) vertices and a label-consistent minimum-
cut size of b+c. We assume the true labeling of each vertex is “0” except the “t” vertices. For the fol-

s.,1 s.,2 s.,3 s.,c-1

t .,1 t .,2 t .,3 t .,c-1

s0,.

sb-3,.
sb-2,.
sb-1,.
sb,.

t 0,.

t b-3,.
t b-2,.
t b-1,.
t b,.

Figure 7: The grid PQ-graph

lowing we define the path segments z(i, j) := (vi,jr, vi,jr+1, . . . , vi,(j+1)r−1) for i ∈ {0, 1, . . . , b}
and j ∈ {0, 1, . . . , c − 1}. We now describe an adversarial strategy for the shortest path heuris-
tic: First force, Ω(log(r − b)) mistakes on z( b2 + 1, 0) by first selecting v b

2+1, r+b
2 +1, then selecting

v b
2+1,

3(r+b)
4 +1

, then selecting v b
2+1,

7(r+b)
8 +1

and so on. In the same way then force Ω(log(r − b))
mistakes on z( b2 + 1, j) for every 1 ≤ j ≤ c − 1 in turn. We have now forced Ω(c log(r − b))

mistakes on p
b
2+1,.. In the same way then force Ω(c log(r − b)) mistakes on path p

3b
4 +1,., then

Ω(c log(r − b)) mistakes on path p
7b
8 +1,. and so on. This gives us a total of Ω(c log(b) log(r − b))

mistakes. Thus, if we set b = c, r = 2c we have that Mshortest-path = Ω(c log(c) log(2c − c)).
Noting that Ω(log(2c − c)) = Ω(c) we hence have that Mshortest-path = Ω(c2 log(c)).

On the other hand, since there are O(bcr) vertices in the grid and the grid has b + c edge disjoint
paths from source to sink we must have that, for any path cover P , Mfixed-paths(P ) = O((b +

c) log bcr). Thus if we set b = c, r = 2c we have that Mfixed-paths(P ) = O(c2). Hence we have
Mshortest-path = Ω(c2 log(c)) and Mfixed-paths(P ) = O(c2).

C.3 Proof of Theorem 8

Proof of Theorem 8. The bounds for strategies fixed-paths and 0-Ising are straightforward
(see discussion in Section 3.2) and we focus on the proof of (2) for the longest-path strategy.

Let (G1, . . . ,GT ) be the sequence of PQ-graphs in a PQ-game of cutsize k (where GT is the final
PQ-graph of cutsize k and hence the mistake made in this graph is not counted towards the mistakes
of the PQ-game). Recall that, for any t ≤ T , the edge set E(Gt) may be partitioned (non-uniquely)
into k edge-disjoint directed paths. For all t ≤ T we will constuct k edge-disjoint directed paths
{p1t , p2t , ..., pkt }. Note that we are treating each path as a set of edges rather than vertices so that |pit|
is the length of the ith path in Gt. Let Mt denote the number of mistakes (“backwards cumulative”)
of longest-path made in the sequence (Gt,Gt+1, . . . ,GT ). We prove by a “reverse” induction
(i.e., from t = T to t = 1) that for all t there exist k edge-disjoint directed paths {p1t , p2t , ..., pkt }
from ⊥ to > in Gt, and numbers (“mistakes on a path”) {M1

t ,M
2
t , ...,M

k
t } with M i

t ≤ log |pit| for
1 ≤ i ≤ k such that the “backwards cumulative mistakes” is Mt =

∑k
i=1M

i
t .

We now consider the base case of our induction: for t = T we arbitrarily choose {p1T , p2T , ..., pkT }
to be an arbitrary set of k edge-disjoint paths from ⊥ to > in GT . Let M1

T = · · · = Mk
T = 0. We

clearly have MT = 0 =
∑k
i=1M

i
T and that M i

T = 0 ≤ log |piT | for 1 ≤ i ≤ k.

Suppose now that the inductive hypothesis holds for some t > 1. We proceed to show that it holds
for t − 1. On trial t − 1 we receive example (Zt−1, yt−1). If Zt−1 ∈ {⊥,>} then since we are
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“within” a PQ-game we have not made a mistake, so the inductive hypothesis holds trivially with
pit−1 := pit and M i

t−1 := M i
t for 1 ≤ i ≤ k. Suppose instead that Zt−1 /∈ {⊥,>}. Without

loss of generality assume that the label yt−1 = 1. Define p̂it to be equal to pit except that the
“final” edge is removed i.e., p̂it := pit ∩ {(I, J) ∈ E(Gt) : J 6= >}. Since (by Proposition 5)
Gt = merge(Gt−1, ↑{Zt−1}) observe that p̂it ⊂ E(Gt−1). By construction observe that since
Zt−1 6∈ V (Gt), it is in no path p̂it however there is at least one vertex Z ′t−1 ∈ V (Gt−1) and a i′

such that p̂i
′

t ∪ {(Z ′t−1, Zt−1)} is a directed path in Gt−1. Define r⊥t−1 to be the longest directed
path in Gt−1 from⊥ to Zt−1 and r>t−1 to be the longest directed path in Gt−1 from Zt−1 to>. Now
define path pi

′

t−1 := p̂i
′

t ∪{(Z ′t−1, Zt−1)}∪r>t−1. Finally select an arbitrary edge-disjoint extensions
of the paths {p̂1t , . . . , p̂i

′−1
t , p̂i

′+1
t , . . . , p̂kt } to paths {p1t−1, . . . , pi

′−1
t−1 , p

i′+1
t−1 , . . . , p

k
t−1} so each is a

path from ⊥ to >, in Gt−1.

Now consider the sub-case where longest-path incurred a mistake in Gt−1. Then we have
Mt−1 = Mt + 1 so choose M i′

t−1 := 1 + M i′

t and choose, for all i 6= i′, M i
t−1 := M i

t . By the
inductive hypothesis we hence have that Mt−1 = 1 + Mt = 1 +

∑k
i=1M

i
t =

∑t
i=1M

i
t−1. We

predicted Zt−1 to be 0 so we hence have that |r⊥t−1| ≤ |r>t−1|. Since pi
′

t−1 \ r>t−1 is a directed path in
Gt−1 from⊥ to Zt−1 we have |pi′t−1 \ r>t−1| ≤ |r⊥t−1| and we hence have that |pi′t−1 \ r>t−1| ≤ |r>t−1|.
Hence we have, by the inductive hypothesis, that |pi′t−1| = |pi

′

t−1 \ r>t−1|+ |r>t−1| ≥ 2|pi′t−1 \ r>t−1| =
2|pi′t | ≥ 2 × 2M

i′
t = 21+M

i′
t = 2M

i′
t−1 . Since, |pit−1| ≥ |pit| for all i, we have, by the inductive

hypothesis, that, for all i 6= i′, |pit−1| ≥ |pit| ≥ 2M
i
t = 2M

i
t−1 . And thus the sub-case with a mistake

is shown.

Now consider the sub-case where we didn’t make a mistake in Gt−1. Then we have thatMt−1 = Mt

so choose, for all i, M i
t−1 := M i

t and we have, by the inductive hypothesis, Mt−1 = Mt =∑k
i=1M

i
t =

∑k
i=1M

i
t−1. Since, for all i, |pit−1| ≥ |pit|, we have, by the inductive hypothesis, that

|pit−1| ≥ |pit| ≥ 2M
i
t = 2M

i
t−1 . And thus the sub-case without a mistake is shown.

We conclude observing that the cumulative mistakes from trials 1 to T of the PQ-game is M1 =∑k
i=1M

i
1 ≤

∑k
i=1 log |pi1|

D Global mistake analysis (proofs of Theorems 4 and 10)

D.1 Proof of Theorem 4

Suppose we have a uniformly-labeled subgraph C.

A covering sequence is an example sequence (i.e. a sequence of pairs (v, y) where y is the label of
vertex v) that contains every vertex in G and the label of any vertex in C is, without loss of generality,
equal to 1.

When, given a covering sequence, R, we say “mistakes made in C with R” we mean “mistakes
made in C when algorithm A is run on R”. We also say, for a vertex w, “w is predicted 0 (resp. 1)
with R” when we mean “when algorithm A is run on R the label of w is predicted, by A, to be 0
(resp. 1).
Lemma 15. Suppose we have a covering sequence R = 〈S, (v, 1), T 〉 for example sequences S
and T where v /∈ C. Let R′ := 〈S, T , (v, 0)〉. Then the number of mistakes made in C with R′ is at
least the number of mistakes made in C withR.

Proof. All we need to show is that given some w ∈ C in which a mistake is made on w (i.e. w is
predicted 0) with R, then a mistake is made (i.e. w is predicted 0) with R′. This is clearly true if
(w, 1) is in S (the algorithms are identical on S) so assume otherwise. We must then have that (w, 1)
is in T . If w is predicted 1 with R′ then by monotonicity and permutation invariance, w must be
predicted 1 withR which is a contradiction. We must hence have that w is predicted 0 withR′.

Lemma 16. Suppose we have a covering sequence R = 〈S, (v, 0), T 〉 for example sequences S
and T where v /∈ C. Let R′ := 〈(v, 0),S, T 〉. Then the number of mistakes made in C with R′ is at
least the number of mistakes made in C withR.
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Proof. All we need to show is that given some w ∈ C in which a mistake is made on w (i.e. w is
predicted 0) with R, then a mistake is made (i.e. w is predicted 0) with R′. This is clearly true if
(w, 1) is in T (the algorithms are identical on T by permutation invariance) so assume otherwise. We
must then have that (w, 1) is in S. Since w is predicted 0 withR, by monotonicity and permutation
invariance w must be predicted 0 withR′.

Lemma 17. Given a covering sequence R, there exists sequences U and V such that the elements
of U are {(v, 0) : v /∈ C} and the elements of V are {(v, 1) : v ∈ C} and at least as many mistakes
are made in C with 〈U ,V〉 as are made withR.

Proof. Repeatedly use Lemma 15 on R to form a covering sequence R′ which makes at least as
many mistakes in C as R and in which for every v /∈ C, the label of v is 0. Next, repeatedly use
Lemma 16 onR′ to form the covering sequence 〈U ,V〉 in the lemma.

Suppose then thatR is our true label sequence. Then find sequences U and V as in Lemma 17. The
number of mistakes made in C with sequence R is then no more than the number of mistakes made
in C with sequence 〈U ,V〉 which, by the Markov property, is bounded above by BA(C;G). This
completes the proof of Theorem 4. �

D.2 Proof Theorem 10

The proof of Theorem 10 separates into three cases: high-connectivity clusters, low-connectivity
clusters, and a tree cluster. In each case we assume that we have received the label of each vertex in
∂e(C) and we then upper bound the number of mistakes in C. Without loss of generality assume that
each vertex of C is labelled 1 and each vertex of ∂e(C) is labelled 0.

CASE 1 : If κ(C) > |∂Ee (C)| then BA(C;G) ∈ O(1).

Proof. Suppose we have made a single mistake in cluster C. Then we have received the true label
yv (equal to 1) for some vertex v ∈ C. Let u be a consistent (with the observed labels) labelling of
C ∪ ∂e(C) that minimises the cut. Note that we have uv = 1 and for all w ∈ ∂e(C) we have uw = 0.
So if uz = 1 for all z ∈ C then u has a cut of size |∂Ee (C)|. If there exists a vertex z ∈ C with uz = 0
then, since there are at least κ(C) edge disjoint paths between z and v, we have that u has a cutsize
of at least κ(C). So since κ(C) > |∂Ee (C)| and u minimises the cut we must have that uz = 1 for
all z ∈ C. Hence, since the the next prediction in C is consistent with a labelling of minimum-cut,
it will predict the label as 1 so will not be a mistake. We can hence make at most one mistake in
C.

CASE 2 : If κ(C) ≤ |∂Ee (C)| then BA(C;G) ∈ O(|∂Ee (C)|(1 + |∂Ee (C)| − κ(C)) logN|∂E
e (C)|+1).

Proof. We consider the sequence of PQ-games after we have made a single mistake. We first bound
the cutsize of the first PQ-game. Since we have made a single mistake we have received the true label
yv (equal to 1) for some vertex v ∈ C. Let u be a consistent (with the observed labels) labelling of
C ∪ ∂e(C) that minimises the cut. Note that we have uv = 1 and for all w ∈ ∂e(C) we have uw = 0.
So if uz = 1 for all z ∈ C then u has a cut of size |∂Ee (C)|. If there exists a vertex z with uz = 0
then, since there are at least κ(C) edge disjoint paths between z and v, we have that u has a cut
of size at least κ(C). Hence, since κ(C) ≤ |∂Ee (C)| we have that u has a cutsize of at least κ(C).
Hence, the cutsize of the first PQ-game is at least κ(C).

Since the true cutsize is |∂Ee (C)| we hence have that up to |∂Ee (C)| − κ(C) + 1 PQ-games are
played and the cutsize of each PQ-game is no greater than |∂Ee (C)|. We now bound the number
of mistakes made in each PQ-game. To do this we first bound the number of super-vertices in any
of the PQ-graphs. Suppose we have a set X of vertices in C with connectivity greater than |∂Ee (C)|.
Then suppose u is a consistent (with the observed labels, at any point in the algorithm) labelling
of C ∪ ∂e(C) that minimizes the cut. We must have that u has a cutsize equal to the cutsize of a
PQ-game and hence has a cutsize no greater than |∂Ee (C)|. Suppose, for contradiction, that there
exist vertices x, y ∈ X such that ux 6= uy . Then since there are at over |∂Ee (C)| edge-disjoint paths
from x to y we have that u has a cutsize greater than |∂Ee (C)| which is a contradiction. We have just
shown that for any consistent (with the observed labels) labelling, u, of C ∪ ∂e(C) that minimizes
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the cut we have that ux is identical for all x ∈ X . By definition of the PQ-graph this means thatX is
a subset of some super-vertex of the PQ-graph. Hence, we have that any PQ-graph in the algorithm
has at most 1+N|∂E

e (C)|+1(C) super-vertices (the “+1” corresponds to the super-vertex formed from
∂e(C)).

Now we can apply Theorem 8 to sum the bounds of each PQ-game where we upper bound k for each
game by |∂Ee (C)| and the path length byN|∂E

e (C)|+1(C). Since there are at most |∂Ee (C)| − κ(C) + 1

PQ-games this gives us a maximum of at most O(|∂Ee (C)|(1 + |∂Ee (C)| − κ(C)) logN|∂E
e (C)|+1)

mistakes inside the PQ-games. Finally, note that there are at most |∂Ee (C)| − κ(C) + 1 mistakes
between PQ-games. The result follows.

CASE 3 : If C is a tree then BA(C;G) ∈ O(|∂Ee (C)| logD(C)).

Theorem 18. Given a tree structured subgraph, C, of G we have BA(C;G) ∈
O(|∂Ee (C)| log2(D(C)))

Proof of Theorem 18

Suppose k := ∂Ee (C). For every vertex v ∈ C let η(v) be the number of neighbours of v that are not
in C. Then consider the tree T which is formed from C by adding, to each vertex v, η(v) vertices.
Label T as follows: if v ∈ C label v as 1 and if v /∈ C label v as 0. Then BA(C;G) is upper-bounded
by the maximum number of mistakes made in T with any permutation of the vertices. Note that the
cutsize of the labelling of T is equal to k so by Appendix F, the number of mistakes made in T is
upper-bounded by O (LB(T , k)) which is upper bounded by O(k log(D(T ))). The result follows
since D(T ) ≤ D(C) + 2.

E Regularity properties of longest-path and 0-Ising (proof of
Theorem 9)

The proof of all properties except for the label-monotonicity of longest-path are straightfor-
ward.

E.1 Proof that longest-path is label-monotone

In this proof we use the more explicit notation (v → w) for a directed edge from v to w.

Let S be an example sequence. Let z be a vertex of G that is not contained in S. Define S ′ :=
〈S, (z, 0)〉 (note that, in what follows, we don’t lose generality by assuming that z is labelled 0 by
the symmetry over switching the labels 0 and 1 on all vertices). Let (H, s, t) (resp. (H′, s′, t′)) be
the result of step 1 of the PQ-graph construction algorithm (see Figure 1) when run on sequence S
(resp. S ′). Note that H′ is identical to H except that the vertices s and z are merged into a single
vertex s′. Let G (resp. G′) be the graph formed at step 4 of the PQ-graph construction algorithm
(see Figure 1) when run on sequence S (resp. S ′). Let ⊥ and > (resp. ⊥′ and >′) be the source and
target super-vertices of G (resp. G′) respectively. Given v ∈ V (H) (resp. v ∈ V (H′)) define Ψ(v)
(resp. Ψ′(v)) to be the super-vertex in G (resp. G′) that contains v.

To prove label monotonicity we need to show that given h ∈ V (H′) \ {s′, t′}, if the label of h is
predicted 0 in G then it is predicted 0 in G′. Let φ and ψ be the longest directed paths in G from ⊥
to Ψ(h) and from Ψ(h) to > respectively. Let φ′ and ψ′ be the longest directed paths in G′ from ⊥′
to Ψ′(h) and from Ψ′(h) to >′ respectively. If Ψ′(h) = ⊥′ then we are done since then the label of
h is predicted 0 in G′, so assume otherwise. Since the label of h is 0 in G we also have that h /∈ >.

We need the following proposition about the graphs G and G′. We will prove the proposition later
in the section.
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Proposition 19. We have the following results:

if X,Y ∈V (G′), X ⊆ > and (X → Y ) ∈ E(G′) then Y ⊆ > [edge creation] (a)

if v ∈ V (H) \ (>∪ {s,z}) then Ψ′(v) = ⊥′ or Ψ′(v) = Ψ(v) [vertex collapse/conservation]
(b)

if v, w ∈ V (H) \ (>∪{s,z}) and Ψ′(v) 6= ⊥′ then [edge conservation]
(Ψ′(v)→ Ψ′(w)) ∈ E(G′)⇔ (Ψ(v)→ Ψ(w)) ∈ E(G) (c)

Lemma 20. |φ′| ≤ |φ|

Proof. Since, Ψ′(h) 6= ⊥′ write φ′ as (⊥′, X1, X2, ..., Xm = Ψ′(h)). If, for some i, we have
Xi ⊆ > then by Proposition 19 Item (a) (by induction through Xi, Xi+1, ..., Xm = Ψ′(h) using
inductive hypothesis Xj ⊆ >) we would have Ψ′(h) ⊆ > which would imply that h ∈ > which
is a contradiction. Also, if for some i we have s′ ∈ Xi, we would have Xi = ⊥′ which is a
contradiction. Hence, for every i, we have some vertex xi ∈ H\(>∪{s, z}) such thatXi = Ψ′(xi).
We hence have a path (Ψ′(x1),Ψ′(x2), ...,Ψ′(xm)) in G′ where, for all i, xi ∈ H \ (> ∪ {s, z})
and Ψ′(xi) 6= ⊥′. By Proposition 19 Item (b) we have that for each i, Ψ′(xi) = Ψ(xi) (and
since h ∈ H \ (> ∪ {s, z}), we have Ψ′(xm) = Ψ′(h) = Ψ(h)) so by Proposition 19 Item (c)
(Ψ(x1),Ψ(x2), ...,Ψ(xm) = Ψ(h)) is a directed path in G. Since Ψ(x1) = Ψ′(x1) and (since
Ψ′(x1) is a subset of H′) s /∈ Ψ′(x1) we must have Ψ(x1) = Ψ′(x1) 6= Ψ(s) = ⊥. We can
hence continue (in G) the path (Ψ(x1),Ψ(x2), ...,Ψ(xm) = Ψ(h)) back to ⊥ giving us, for some
m′ ≥ 0 a directed path (⊥, Y1, Y2, ...Ym′ ,Ψ(x1),Ψ(x2), ...,Ψ(xm) = Ψ(h)) in G. We hence have
constructed a directed path in G, from ⊥ to Ψ(h) that is at least as long as φ′ which proves the
result.

Lemma 21. |ψ| ≤ |ψ′|

Proof. Since h /∈ > and hence Ψ(h) 6= > write ψ as (Ψ(h) = X1, X2, ..., Xm,>). Let x1 := h
and for i > 2 let xi be an arbitrary member of Xi. Since h /∈ > and h 6= s, z we have x1 ∈
H \ (> ∪ {s, z}) For i > 2 we know (since there is no edge in G that goes into ⊥) that Xi 6= ⊥
and hence s /∈ Xi. Since Xi 6= > we then have that xi ∈ H \ (> ∪ s). Hence, for all i we have
xi ∈ H\ (>∪ s). Suppose, for contradiction, that, for some i, xi = z. Then z ∈ Xi 6= > so z /∈ >.
Hence, by Proposition 5 and since Ψ(h) is downstream ofXi we have that h ∈ ⊥′ which contradicts
the assumptions of h. Hence we have that, for all i, xi 6= z and hence xi ∈ H \ (> ∪ {s, z}).

Note that (Ψ(x1),Ψ(x2), ...,Ψ(xm)) is a directed path in G (as it is a subpath of ψ). We now prove
the following by induction on i:

1. Ψ′(xi) 6= ⊥′

2. Ψ′(xi) = Ψ(xi)

3. (Ψ′(xi)→ Ψ′(xi+1)) is an edge in G′ (for i 6= m)

Note that items 2 and 3 can be proved from Item 1 as follows: Since xi ∈ H \ {> ∪ {s, z}}
and Ψ′(xi) 6= ⊥′ then by Proposition 19 Item (b) we have Ψ′(xi) = Ψ(xi). Since xi, xi+1 ∈
H\{>∪{s, z}} and Ψ′(xi) 6= ⊥′ then by Proposition 19 Item (c) we have that (Ψ′(xi)→ Ψ′(xi+1))
is an edge in G′.

We now prove Item 1 from the inductive hypothesis: For i = 1 we have (since h /∈ ⊥′) that Ψ′(x1) =
Ψ′(h) 6= ⊥′. For i > 1 we have, from the inductive hypothesis, that (Ψ′(xi−1) → Ψ′(xi)) is an
edge in G′. But no edge in G′ goes into ⊥′, so Ψ′(xi) 6= ⊥′. This completes the inductive proof of
the above items.

We hence have that (Ψ′(x1),Ψ′(x2), ...,Ψ′(xm)) is a directed path in G′. Note that since xm /∈ >
we have t′ = t /∈ Ψ(xm) so (by Item 2 above) we have t′ /∈ Ψ(xm) = Ψ′(xm) and hence
Ψ′(xm) 6= >′. So we can extend (in G′) the path (Ψ′(x1),Ψ′(x2), ...,Ψ′(xm)) to a path
(Ψ′(h) = Ψ′(x1),Ψ′(x2), ...,Ψ′(xm), Y1, Y2, Ym′ ,>′) for some m′ ≥ 0. We have now constructed
a path in G′ from Ψ′(h) to >′ that is at least as long as |ψ| which proves the result.
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Since the label of h was predicted as 0 in H we have that |φ| ≤ |ψ|. Hence, by Lemmas 20 and 21
we have that |φ′| ≤ |φ| ≤ |ψ| ≤ |ψ′|. So |φ′| ≤ |ψ′| implying that the label of h is still predicted as
0 inH′. �

E.1.1 Proof of Proposition 19

By Proposition 5, Proposition 19 clearly holds if z /∈ > so assume otherwise. Let K (resp. K ′)
be the cut-size of a label-consistent minimum-cut of H (resp. H′). Let B = {(x → y) : (x, y) ∈
H, x /∈ >, y ∈ >}. Given a flow in a graph, we define the size of the flow to be the number of edge
disjoint paths in it.

We now construct the flow F (in step 2 of the PQ-graph construction algorithm for G) from s to t
inH of size K, and the flow F ′ (in step 2 of the PQ-graph construction algorithm for G′) from s′ to
t′ inH′ of size K ′ as follows (note that we will refer to the objects in this algorithm later):

Algorithm 22.

1. ConvertH to a graphH′′ by adding a set A of K ′ edges between s and z.

2. By running the Ford-Fulkerson algorithm on H construct a flow, F , of size K in H′′ from
s to t such that none of the edges in A are contained in the flow. Note that this is the first
K steps in an instance of the Ford-Fulkerson algorithm on H′′. Note also that F is a flow
of size K inH.

3. Continue (from stage 2) the Ford-Fulkerson algorithm on H′′ to get a flow, F ′′, of size K ′
from s to t inH′′.

4. Set F ′′′ equal to F ′′. Repeat the following until there is no directed path in F ′′′ from s to
z that does not contain an edge in A:

(a) Choose a directed path in F ′′′ from s to z that does not contain an edge in A. Remove
this path from F ′′′ and add to F ′′′ an edge in A (directed from s to z). Note that F ′′′
is still a valid flow of size K ′.

5. Merge the vertices s and z to get, from F ′′′, a flow, F ′, of size K ′ from s′ to t′ inH′.

We now let I and I ′ be the graphs formed in step 3 of the PQ-graph construction algorithm for G
(given the maximum flow F) and G′ (given the maximum flow F ′) respectively.

Lemma 23. For all x, y ∈ H, if (x→ y) ∈ B then we have (x→ y) ∈ F .

Proof. Assume we have some x, y ∈ H, with (x → y) ∈ B. Suppose, for contradiction, that both
(x→ y) and (y → x) are not in F . Then we have that (x→ y) and (y → x) are both in I implying
that Ψ(x) = Ψ(y). Then since y ∈ > we have Ψ(x) = Ψ(y) = >, which contradicts the fact that
x /∈ >. We hence have that either (x → y) or (y → x) are in F . Suppose, now, for contradiction,
that (y → x) ∈ F . Then it is a result of the Ford-Fulkerson algorithm that there exists a directed
path p, in F , from y to t that goes through x. Let p = (y = v1, v2, ...vm = t). Since, for all i we
have (vi → vi+1) ∈ F , it is the case that (vi+1 → vi) /∈ F so (vi → vi+1) ∈ I. Hence p is a path
in I from t to y that goes through x. Since y ∈ > and hence Ψ(y) = > = Ψ(t) we have a directed
path in I from y to t. Putting these together we hence have a directed cycle in I that contains t and
x. So t and x are in the same strongly connected component of I and hence Ψ(x) = Ψ(t) = >.
This contradicts the fact that x /∈ >. We hence have that (y → x) /∈ F which, by the above, implies
that (x→ y) ∈ F .

Definition 24. For 0 ≤ a ≤ (K ′ −K), let Fa be the flow during step a of stage 3 of algorithm 22
(i.e. F0 = F , FK′−K = F ′′, and for all a, the size of Fa+1 is one more than the size of Fa). For
every 0 ≤ a ≤ (K ′ −K) define Ca := Fa \ ({(x→ y) : x, y ∈ >} ∪A).

Lemma 25. For all 0 ≤ a ≤ (K ′ −K) we have Ca = C0.

Proof. We prove by induction on a. The inductive hypothesis clearly holds for a = 0.

Now suppose the inductive hypothesis holds for some a. We now show that it also holds for a+ 1:
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First note that by Lemma 23 every directed edge in B is contained in C0. Now, let p be the path
(from s to t) that is found in the Ford-Fulkerson algorithm when the flow goes from Fa to Fa+1.
Then let (s, z = x0, x1, x2, ...xm = t) := p (where the edge (s, z) is in A)

Suppose, for contradiction, that for some i ≤ m, xi /∈ >. Then let j := min{i : xi /∈ >}. Let
k := min{i > j : xi ∈ >} which is defined since xm = t ∈ >. We have (xk−1 → xk) ∈ B so
(xk−1 → xk) ∈ C0 and hence by the inductive hypothesis (xk−1 → xk) ∈ Ca so (xk−1 → xk) ∈
Fa which contradicts the fact that p is the path found by the Ford-Fulkerson algorithm.

Hence, all the edges in p are in {(x → y) : x, y ∈ >} ∪ A and hence, by considering the Ford-
Fulkerson algorithm, we have Ca+1 = Ca. Hence, by the inductive hypothesis we have Ca+1 =
C0.

Definition 26. Let J := F \ {(x→ y) : x, y ∈ >} and J ′ := F ′ \ {(x→ y) : x, y ∈ >}.
Lemma 27. We have the following results:

1. Given (x→ y) ∈ J ′, either (x→ y) ∈ J or x = s′.

2. Given (x→ y) ∈ J , either (x→ y) ∈ J ′ or x, y ∈ ⊥′ or x ∈ {s, z} or y ∈ {s, z}.

Proof. Let J ′′ := F ′′ \ ({(x → y) : x, y ∈ >} ∪ A). Note that J = C0 and J ′′ = CK′−K so by
Lemma 25 we have that J ′′ = J .

Suppose we have (x → y) ∈ J ′ with x 6= s′. Then we automatically have that (x → y) ∈ F ′′′ at
the start of stage 5 of algorithm 22. On each step in stage 4 of algorithm 22 the only edges added to
F ′′′ are those in A so since (because x, y ∈ H′ so x, y 6= s) (x, y) /∈ A we have that (x→ y) ∈ F ′′.
Since (x → y) /∈ {(v → w) : v, w ∈ >} ∪ A we hence have (x → y) ∈ J ′′ which implies, by the
above, that (x→ y) ∈ J . This proves Item 1 of the lemma.

Suppose we have some (x → y) ∈ J with (x → y) /∈ J ′, x, y /∈ {s, z}. Since (x → y) ∈ J
we have (since, by the above, J = J ′′) that (x → y) ∈ J ′′. Since (x → y) ∈ J ′′ we have
(x → y) /∈ {(v → w) : v, w ∈ >} and hence, since (x → y) /∈ J ′, (x → y) /∈ F ′. Since
(x → y) ∈ J ′′ we must have (x → y) ∈ F ′′. So (x → y) ∈ F ′′ and (x → y) /∈ F ′ and hence
(since x, y /∈ {s, z}) it must be the case that (x → y) was removed (from F ′′′) during stage 4 of
algorithm 22. Let (s = v1, v2, ..., vm = z) be the directed path in F ′′ that contains (x→ y) and was
removed during stage 4 of algorithm 22. Since this path is removed and s and z are merged into s′
in forming F ′ we have that no edge in the cycle (inH′) (s′, v2, v3, ..., vm−1, s

′) is in F ′. Hence we
have that (s′, vm−1, vm−1, ..., v2, s

′) is a directed cycle in I ′ so all vertices in this cycle belong to the
same strongly connected component of I ′. This implies that for all iwe have Ψ′(vi) = Ψ′(s′) = ⊥′.
Since x, y /∈ {s, z} we have that x = vi and y = vi+1 for some 1 < i < m− 1. Hence we have that
x, y ∈ ⊥′ which completes the proof of item 2 of the lemma.

Lemma 28. Given some v ∈ > with v 6= z we either have Ψ′(v) = ⊥′ or Ψ′(v) ⊆ >.

Proof. Suppose we assume the converse: that there exists some v ∈ > \ {z} with Ψ′(v) 6= ⊥′
and Ψ′(v) * >. Then choose some x ∈ H′ \ > such that x ∈ Ψ′(v). Since x and v are
in the same strongly connected component in I ′ there exists (in I ′) a directed path p := {v =
x0, x1, x2, ..., xm = x} such that each xi is in Ψ′(v). Let i = min{j : xj /∈ >} which exists since
xm /∈ >. Note that since x0 = v ∈ > we have i > 0 so xi−1 exists. Since Ψ′(v) 6= ⊥′ we know
xi 6= s′ (else s′ ∈ Ψ′(v) and hence Ψ′(v) would equal ⊥′). We hence have that (xi → xi−1) ∈ B
so we know, from Lemma 23 that (xi → xi−1) is in J .

Since (xi−1 → xi) is a directed edge in p, and hence in I ′, we know that (xi → xi−1) /∈ F ′ so we
have that (xi → xi−1) /∈ J ′ which implies by Lemma 27 Item 2 (since, by the above, (xi → xi−1)
is in J and (since xi, xi−1 ∈ H′) xi, xi−1 /∈ {s, z}) that xi ∈ ⊥′. Since xi ∈ Ψ′(v) this implies that
Ψ′(v) = ⊥′ which is a contradiction.

Lemma 29. Given some X,Y ∈ G′ with X ⊆ >, if there is an edge in G′ from X to Y , then we
have Y ⊆ >.

Proof. Suppose the converse: that there exists some X,Y ∈ G′ with X ⊆ >, Y * > and an edge
in G′ from X to Y .
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Note first that since X ⊆ > we have s′ /∈ X and hence X 6= ⊥′. Since there is an edge in G′ from
X to Y and no edge goes into ⊥′ we have Y 6= ⊥′.
Since there is an edge in G′ from X to Y choose x ∈ X and y ∈ Y such that there is an edge in F ′
from x to y

Since Y * > and Y 6= ⊥′ and (since y ∈ H′) y 6= z we must have, by Lemma 28, that y /∈ >.
Hence we have that (x → y) ∈ J ′. Since Y 6= ⊥′ we also have that y 6= s′. We hence have that
(y → x) ∈ B so, by Lemma 23, we have that (y → x) ∈ J . By Lemma 27 Item 1 we hence
have a contradiction (since (y → x) ∈ J implies (x → y) /∈ J and we have (x → y) ∈ J ′ and
x 6= s′).

Lemma 30. Given a vertex v such that (v → s) ∈ I and v /∈ > we have that (v → s′) ∈ I ′.

Proof. Suppose the converse: that there exists a vertex v such that (v → s) ∈ I, v /∈ > and
(v → s′) /∈ I ′. Since (v → s′) /∈ I ′ we have (s′ → v) ∈ F ′. Hence, by considering Stage 5 of
Algorithm 22 we must have that either (s → v) ∈ F ′′′ or (z → v) ∈ F ′′′. Since v /∈ > we have
v 6= z so (since v 6= s (as there is an edge in I from s to v)) we have (s, v), (z, v) /∈ A. Hence,
since during Stage 4 of Algorithm 22 the only edges added to the flow are those in A, we must have
that either (s→ v) ∈ F ′′ or (z → v) ∈ F ′′.
Assume, for contradiction, that (z → v) ∈ F ′′. Then (z, v) ∈ E(H′′) so since, by the above,
(z, v) /∈ A (and, since z, v ∈ H we have z, v 6= s′) we have that (z, v) ∈ E(H). Since z ∈ > and
v /∈ > we have that (v → z) ∈ B and hence, by Lemma 23, we have that (v → z) ∈ C0 so, by
Lemma 25, (v → z) ∈ CK′−K which implies that (v → z) ∈ F ′′ and hence that (z → v) /∈ F ′′
which is a contradiction.

We hence have that (s → v) ∈ F ′′ which implies, since v /∈ >, that (s → v) ∈ CK′−K so by
Lemma 25 we have (s→ v) ∈ C0 which implies that (s→ v) ∈ F . This implies that (v → s) /∈ I
which is a contradiction. This completes the proof.

Lemma 31. Given some v ∈ H\ (>∪{s}) with Ψ′(v) 6= ⊥′ or Ψ(v) 6= ⊥, we have Ψ(v) ⊆ Ψ′(v).

Proof. We shall prove that Ψ(v) is strongly connected in I ′ which directly implies the result.

We first show that s and z are not contained in Ψ(v). Since v /∈ > we have Ψ(v) 6= > = Ψ(z)
which implies that z /∈ Ψ(v). Suppose now, for contradiction, that s ∈ Ψ(v). Since v 6= s we then
have a directed paths (s, x1, x2, ..., xm := v) and (v = y1, y2, ..., ym′ , s) in I such that, for all i,
xi, yi ∈ Ψ(v). Note that since z /∈ Ψ(v) none of the xi or yi are equal to z. Since (s, x1) is an
edge in H we must then have that (s′, x1) is an edge in H′ and since no edge of F ′ goes into s′
we must have that (x1 → s′) /∈ F ′ implying that (s′ → x1) ∈ I ′. Since (ym′ → s) ∈ I and
(since Ψ(ym′) = Ψ(v) 6= >) ym′ /∈ > we have, by Lemma 30 that (ym′ → s′) ∈ I ′. Since, for
all i, (xi → xi+1) ∈ I we have that (xi+1 → xi) /∈ F hence (xi+1 → xi) /∈ J . If it was true
that (xi+1 → xi) ∈ F ′ then since xi /∈ > (as v /∈ > implies that Ψ(xi) = Ψ(v) 6= >) we would
have that (xi+1 → xi) ∈ J ′ so since xi+1, xi 6= s′ (as both are in H) we would have, by Lemma
27 Item 1, that (xi+1 → xi) ∈ J which is a contradiction. Hence we have that (xi+1 → xi) /∈ F ′
so (xi → xi+1) ∈ I ′. Similarly we have (yi → yi+1) ∈ I ′ for all i. We hence have that
(s′, x1, x2, ...xm = v) and (v = y1, y2, ..., ym′ , s

′) are directed paths in I ′ so we have that v and s′
are in the same strongly connected component of I ′. So Ψ′(v) = Ψ(s′) = ⊥′ and hence v ∈ ⊥′.
Since s ∈ Ψ(v) we also have that Ψ(v) = ⊥ which is a contradiction.

We hence have that s, z /∈ Ψ(v) so Ψ(v) ⊆ V (H′). Suppose that we have vertices x, y ∈ Ψ(v).
We now show that there exists a directed path in I ′ from x to y which proves that Ψ(v) is strongly
connected in I ′:
Since Ψ(v) is strongly connected in I there exists a directed path p from x to y in I such that every
vertex in p is in Ψ(v). Since Ψ(v) 6= >, p is a path in V (H) \ >. Hence, if some directed edge
(x′ → y′) is in p and not in I ′ then (since, by definition of I ′, (y′ → x′) ∈ F ′) we have (since
x′ ∈ Ψ(v) 6= > and hence x′ /∈ >) that (y′ → x′) ∈ J ′ which implies, by Lemma 27 Item 1 (since
y′ ∈ H so y′ 6= s′) that (y′ → x′) ∈ J , and hence (y′ → x′) ∈ F , which implies that (x′ → y′)
is not in I which is a contradiction. Hence, p is a directed path in I ′. This completes the proof that
Ψ(v) is strongly connected in I ′. The result follows.
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Lemma 32. Given some v ∈ H \ (> ∪ {s}) we either have Ψ′(v) = ⊥′ or Ψ′(v) = Ψ(v).

Proof. Suppose the converse: that there exists some v ∈ H \ (> ∪ {s}) with Ψ′(v) 6= ⊥′ and
Ψ′(v) 6= Ψ(v). Since Ψ′(v) 6= ⊥′, we have, by Lemma 31, that Ψ(v) ⊆ Ψ′(v). Since Ψ(v) 6= Ψ′(v)
we hence can choose some x ∈ Ψ′(v) \ Ψ(v). Since x ∈ Ψ′(v) we have a directed path (in I ′), p
(resp. q) in Ψ′(v) from v to x (resp. x to v).

Suppose, for contradiction, that there exists some v′ ∈ Ψ′(v) with v′ ∈ >. By the above we have
Ψ′(v′) = Ψ′(v) 6= ⊥′. Note also that since v′ ∈ H′ we have v′ 6= z. Hence, by Lemma 28 we must
have that Ψ′(v′) ⊂ > which implies (since Ψ′(v) = Ψ′(v′)) that Ψ′(v) ⊂ > which contradicts the
fact that v ∈ Ψ′(v). Hence we have that no element of > is contained in Ψ′(v).

Since Ψ′(v) 6= ⊥′ no element of Ψ′(v) is equal to s′. We hence have that the path p contains only
vertices inH′ \ (>∪ {s′}). Hence, if some directed edge (x′ → y′) is in p and not in I then (since,
by definition of I, (y′ → x′) ∈ F) we have (y′ → x′) ∈ J which implies, by Lemma 27 Item 2
that (y′ → x′) ∈ J ′ (because else, by Lemma 27 Item 2, y′, x′ ∈ ⊥′ (since y′, x′ ∈ H′ and hence
y′, x′ /∈ {s, z}) which is a contradiction since y′, x′ ∈ Ψ′(v) 6= ⊥′) and hence (y′ → x′) ∈ F ′,
which implies that (x′ → y′) is not in I ′ which is a contradiction. Hence, p is a directed path in
I. Similarly q is a directed path in I . This implies that v and x are in the same strongly connected
component of I. Hence Ψ(v) = Ψ(x) so x ∈ Ψ(v) which is a contradiction.

Lemma 33. Given some v, w ∈ H \ (> ∪ {s}) in which Ψ′(v) 6= ⊥′ then the existence of an edge
in G′ from Ψ′(v) to Ψ′(w) implies the existence of an edge in G from Ψ(v) to Ψ(w).

Proof. Note first that since there is an edge in G′ going into Ψ′(w) we must have Ψ′(w) 6= ⊥′. By
Lemma 32 we then have that Ψ′(v) = Ψ(v) and Ψ′(w) = Ψ(w). Since there is an edge in G′ from
Ψ′(v) to Ψ′(w) there exist vertices x ∈ Ψ′(v) and y ∈ Ψ′(w) such that (x → y) ∈ F ′. Since
Ψ′(v) 6= ⊥′ we have x 6= s′. Since Ψ′(x) = Ψ′(v) 6= ⊥′ and (as v ∈ Ψ′(v) = Ψ′(x) and v /∈ >)
Ψ′(x) 6⊆ > we have, by Lemma 28, that x /∈ >. We hence have that (x→ y) ∈ J ′ and that x 6= s′

so, by Lemma 27 Item 1, we have (x→ y) ∈ J and hence there is an edge from x to y in F . Since
Ψ′(v) = Ψ(v) and Ψ′(w) = Ψ(w), we hence obtain the result (since there is an edge in F from a
vertex in Ψ(v) to a vertex in Ψ(w)).

Lemma 34. Given some v, w ∈ H \ (>∪ {s}) with Ψ′(v) 6= ⊥′ then the existence of an edge in G
from Ψ(v) to Ψ(w) implies the existence of an edge in G′ from Ψ′(v) to Ψ′(w).

Proof. By Lemma 32 we have that Ψ′(v) = Ψ(v). Since there is an edge in G from Ψ(v) to Ψ(w)
there exist vertices x ∈ Ψ(v) and y ∈ Ψ(w) such that (x → y) ∈ F . Since Ψ(v) = Ψ′(v) and
s /∈ Ψ′(v) we have x 6= s. Since there is no edge in F that goes into s we must have y 6= s. If x
was in > then we would have Ψ(v) = Ψ(x) = > which contradicts the fact that v /∈ >. Similarly
y /∈ >. We hence have that x, y 6= z. Hence, (x→ y) ∈ J and x, y /∈ {s, z} so by Lemma 27 Item
2 we either have that (x → y) ∈ J ′ or that x, y ∈ ⊥′. But if x ∈ ⊥′, then since x ∈ Ψ′(v) (since,
by the above, Ψ′(v) = Ψ(v)) we have that Ψ′(v) = ⊥′ which is a contradiction. So (x → y) ∈ J ′
and hence (x→ y) ∈ F ′. Since there is an edge in G that goes into Ψ(w) we have that Ψ(w) 6= ⊥
so by Lemma 31 we have that Ψ(w) ⊆ Ψ′(w) so y ∈ Ψ′(w).
Suppose, for contradiction, that Ψ′(v) = Ψ′(w). We know that Ψ′(v) 6= ⊥′ and hence that Ψ′(w) 6=
⊥′. By Lemma 32 we hence have that Ψ(w) = Ψ′(w) = Ψ′(v) = Ψ(v) which is a contradiction.
We hence have that Ψ′(v) 6= Ψ′(w).
We hence have (since x ∈ Ψ(v) = Ψ′(v) and y ∈ Ψ′(w) and (x → y) ∈ F ′) that there is an edge
in G′ from Ψ′(v) to Ψ′(w).

We have now proved Proposition 19: Item (a) is Lemma 29, Item (b) is Lemma 32 and Item (c)
comes directly from lemmas 33 and 34. �

F Proof of Optimality for Trees

In this section we prove that 0-Ising and longest-path are optimal graph label prediction
algorithms on trees in the sense of [1, Theorem 1]. We note that the 0-Ising strategy when
restricted to a tree was already proved optimal in [1] where it was called “Halving.” Our proof
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of optimality of longest-path uses much of “proof technology” from [1] so for the convenience
of the reader in the next subsection we recall their notation and definitions.

F.1 Ingredients from [1, Section 2]

Given a set L of edge-disjoint paths contained in a tree T , we say that l ∈ L is a grafted path if one
of the two terminal vertices of l is also an internal vertex of another path l′ ∈ L. This shared vertex
is called the graft vertex of l. We say that L is a connected blanket if:

1. The union of all paths in L forms a (connected) tree.

2. Every vertex in this (connected) tree can be an internal vertex of at most one such path.

3. Every grafted path in L shares with the remaining paths in L no vertices but the graft.

Finally, L is a blanket if it is either a connected blanket or it has been obtained by a connected
blanket after removing one or more of its paths. The size of a blanket L is the number of its paths
|L|. Note that a blanket need not include all edges of the original tree T . Also, observe that for
any size K < n, a size-K blanket over a tree T always exists: take L to be any set of K distinct
edges in T ; then no paths of L have internal vertices and the blanket property trivially holds. On the
other hand, a given tree T clearly admits many size-K blankets. Let L(T,K) be the set of all size-K
blankets over T , and define the function LB (lower bound) as follows:

LB(T,K) := max
L∈L(T,K)

∑
l∈L

blog2(|l|)c (5)

where |l| is the number of vertices in l. We state the lower bound for any graph label prediction
algorithm proved in [1].

Theorem 35. [1, Theorem 1], Given a tree T and a number K ∈ N, then for any online prediction
algorithm A there exists a {0, 1} labelling, ν, of T with cutsize at most K, on which algorithm A
makes at least LB(T,K) mistakes.

F.2 Proof of Optimality

Let X be the set of cut edges of T and let K := |X|. A subtree Q is called a 2-tree (resp. 1-tree) if
it is a subtree of T with an inner boundary of two vertices (resp. one vertex) and all vertices in its
inner boundary are leaves of it. Given a 1-tree or 2-tree Q we let Q◦ be equal to Q minus its inner
boundary. We have the following lemma.

Lemma 36. We can find a set S, of 1-trees, and a set T, of 1-trees and 2-trees , which satisfy the
following.

1. Any 1-tree in T has a single edge and that edge is cut.

2. The trees in S ∪ T are edge-disjoint.

3. The union of the edges of the trees in S ∪ T is equal to the edge set of T .

4. |T| ≤ 3K

5. For every edge (v, w) in X we have a tree in T which has (v, w) as a single edge. Note
that this implies that |T| ≥ K

6. Given a treeQ ∈ S, where ∂0(Q) = {v} for some v ∈ T , then we have v ∈ ∂0(R) for some
R ∈ T.

7. For any tree Q ∈ T ∪ S we have that Q◦ is identically labelled (i.e. there is no edge of Q◦
that is in X .)

8. For any tree Q ∈ S we have that Q is identically labelled (i.e. there is no edge of Q that is
in X .)

9. For any trees R,Q ∈ S ∪ T we have that no vertex in the inner boundary of Q is in R◦.

25



Proof. Note first that in the following proof we may create subtrees containing a single vertex - such
trees can be discarded. We prove by induction on K. For the base case K = 1 let {(v, w)} := X .
LetQ be the tree containing the single edge (v, w) (Note thatQ◦ has at most one vertex and is hence
identically labelled). Let A be equal to the set of 1-trees with inner boundary {v} or {w} such that
the trees in A ∪ {Q} are edge-disjoint and the union of edges of the trees in A ∪ {Q} is equal to the
edge set of T . We then have S := A and T := {Q}. It is easy to check that all the statements of the
lemma hold in this case.

Suppose that the inductive hypothesis holds for K = κ. We now consider the case that K = κ+ 1:
In this case choose an edge e ∈ X and define X ′ = X \ {e}. Since |X ′| = κ we can find, by the
inductive hypothesis, sets S′ and T′ to be equal to S and T (respectively) in the lemma if the set of
cut edges was equal to X ′ (instead of X). Let S be the (unique) tree in S′∪T′ that contains the edge
e. Note that if S was a 1-tree in T′ then by Lemma 36 Item 1 we would have that S had a single
edge and that edge would be in X ′ and hence not equal to e which would be a contradiction. Hence,
if S is in T′ then it has two inner boundary vertices. We hence have three cases.

1. S ∈ S′: In this case let (v, w) := e where v is closer than w to the inner-boundary vertex
of S. Let S′ be the maximal subtree of S with leaf v that does not contain w. Let Q be the
tree containing the single edge (v, w) (Note that Q◦ has at most one vertex and is hence
identically labelled). Let A be equal to the set of 1-trees with inner boundary {v} or {w}
such that the trees in A ∪ {S′, Q} are edge-disjoint and the union of edges of the trees in
A∪{S′, Q} is equal to the edge set of S. Let T := T′∪{S′, Q} (noting that by the inductive
hypothesis we have |T| = 2 + |T′| ≤ 2 + 3κ < 3(κ+ 1) = 3K) and S := (S′ \ {S}) ∪A.
By the inductive hypothesis (i.e. the conditions on S′ and T′) it is easy to check that all the
statements of the lemma hold in this case.

2. S ∈ T′ and e is on the path between the inner boundary vertices of S: In this case let
(v, w) := e. Let S′ (resp. S′′) be the maximal subtree of S with leaf v (resp. w) that
does not contain w (resp. v). Let Q be the tree containing the single edge (v, w) (Note
that Q◦ has at most one vertex and is hence identically labelled). Let A be equal to the
set of 1-trees with inner boundary {v} or {w} such that the trees in A ∪ {S′, S′′, Q} are
edge-disjoint and the union of edges of the trees in A∪{S′, S′′, Q} is equal to the edge set
of S. Let T := (T′ \ {S}) ∪ {S′′, S′, Q} (noting that by the inductive hypothesis we have
|T| := 2 + |T′| ≤ 2 + 3κ < 3(κ+ 1) = 3K) and S := S′ ∪A. By the inductive hypothesis
(i.e. the conditions on S′ and T′) it is easy to check that all the statements of the lemma
hold in this case.

3. S ∈ T′ and e is not on the path between the inner boundary vertices of S: In this case
let {x, y} be the inner boundary of S and let (v, w) := e. Let z be the vertex where
the path from v to y first meets the path from x to y. Without loss of generality let v
be closer to z than w is. Let S′ (resp. S′′) be the maximal subtree of S with x and
z (resp. y and z) as leaves. Let R be the maximal subtree of S that has leaves z and
v. Let Q be the tree containing the single edge (v, w) (Note that Q◦ has at most one
vertex and is hence identically labelled). Let A be equal to the set of 1-trees with inner
boundary {v} or {w} or {z} such that the trees in A ∪ {S′, S′′, Q,R} are edge-disjoint
and the union of edges of the trees in A ∪ {S′, S′′, Q,R} is equal to the edge set of S.
Let T := (T′ \ {S}) ∪ {S′′, S′, Q,R} (noting that by the inductive hypothesis we have
|T| := 3 + |T′| ≤ 3 + 3κ = 3(κ+ 1) = 3K) and S := S′ ∪A. By the inductive hypothesis
(i.e. the conditions on S′ and T′) it is easy to check that all the statements of the lemma
hold in this case.

Let S and T be as in the above lemma. Let J :=
⋃
{∂0(S) : S ∈ S ∪ T}. Given v ∈ J let S(v) be

the set of trees in S that have an inner boundary of {v} and let T(v) be the set of trees in T that have
v in their inner boundary.

Lemma 37. We have |J | ≤ 6K
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Proof. By Lemma 36 Item 6 we have that any vertex in J is in the inner boundary of a tree in T and
there are (as for all Q ∈ T we have that Q has an inner boundary of cardinality of at most two) at
most 2|T| such vertices. The result then follows by Lemma 36 Item 4

Lemma 38. Suppose we have some v ∈ J . Then after we have received at least one example in R◦
for α of the trees R ∈ S(v), where α := |T(v)|+ 1, we will no longer make any mistakes on any of
the trees in S(v).

Proof. Let y be the true labelling of T and let y(v) denote the label of vertex v. Without loss of
generality assume that y(v) = 1. We first note that by Lemma 36 Item 8 we have, for all R ∈ S(v),
that every vertex a in R satisfies y(a) = 1 (since v ∈ R).

Suppose we have received at least one label inR◦ for α of the treesR ∈ S(v), where α := |T(v)|+1.
Then let u be a consistent (with the observed examples) labelling of T that minimises the cut. Given
some Q ∈ T(v), define zQ to be the vertex in Q that is adjacent to v. Let C := {(v, zQ) : Q ∈
T(v)}∪

⋃
{E(R) : R ∈ S(v)}. Then the restriction of u to the vertices in the edges in C minimises

the cutsize in C given the observed examples and the labels {uzQ : Q ∈ T(v)}.
By labelling all the vertices in

⋃
{V (R) : R ∈ S(v)} 1 we get a cut in C of size no greater than

|T(v)|. But if uv = 0 we get a cut in each of the trees in S(v) for which we have observed a label
in, giving us a cut in C of size at least |T(v)|+ 1. To minimise the cutsize in C we must hence have
that uv = 1.

Hence, given a treeR ∈ S(v), the restriction of u toRminimises the cutsize inR given the observed
labels and conditioned on uv = 1. This cutsize is 0 if and only if all vertices in R are labelled 1.
Hence, uw = 1 for all vertices w ∈ V (R), so no mistake will be made in R.

Let U be the set of trees R ∈ S in which a mistake is made in R◦.

Lemma 39. We have |U| ≤ 12K

Proof. By Lemma 38 we have that:

U ≤
∑
v∈J

(|T(v)|+ 1) = |J |+
∑
v∈J
|T(v)| = |J |+ 2|T| (6)

where the last equality comes from the fact that for each tree S in T we have that S appears in at
most two of the sets in {T(v) : v ∈ J} as it has at most two vertices in its inner boundary. By
Lemma 37 and Lemma 36 Item 4 the result follows.

Lemma 40. Given a tree S ∈ T ∪ U, the number of mistakes made in S◦ by the longest-path
and 0-Ising strategies is bounded above by 3 log2(D(S) + 1)) + 5.

Proof. Let y be the true labelling of T . Define a labelling, ŷ, of S to be as follows. For v ∈ ∂0(S)
we have ŷ(v) := 0. For v ∈ S \ ∂0(S) we have ŷ(v) := 1. Define the full-algorithm to be the
algorithm run on T with labelling y. Define the sub-algorithm to be the algorithm run on S with
labelling ŷ.

Since, by Lemma 36 Item 7, S◦ is identically labelled, by Theorem 4 the number of mistakes made
by the full-algorithm in S◦ is no greater than the maximum number of mistakes, M , that the sub-
algorithm makes in S \ ∂0(S) after it has received the labels on ∂0(S). We hence consider the
sub-algorithm.

Since the cutsize of ŷ is no greater than 2, M ≤M1 +M2 + 3 where Mi is the number of mistakes
made by the sub-algorithm in the PQ game of cutsize i. Let G1 (resp. G2) be the PQ graph at the
start of the PQ game at cutsize 1 (resp. cutsize 2 (in the case that S is a 2-tree)). By Theorem 8 there
exists 1 (resp. 2) edge disjoint paths p (resp. p, q) in G1 (resp. G2) such that M1 ≤ 1 + log2(|p|)
(resp. M2 ≤ 1 + log2(|p|) + log2(|q|)). But |p| ≤ D(S) + 1 (resp. |p|, |q| ≤ D(S) + 1). We hence
have that M1 ≤ 1 + log2(D(S) + 1) (resp. M2 ≤ 1 + 2 log2(D(S) + 1))

We hence have that M ≤ 3 log2(D(S)) + 1) + 5 which, by the above, is an upper bound on the
number of mistakes made (by the full algorithm) in S◦.

27



Lemma 41. The number of mistakes,M, made by the longest-path and 0-Ising strategies
are bounded above by:

M≤
∑

S∈T∪U
14 log2(D(S) + 1)) (7)

Proof. Given a tree S ∈ S∪T let M(S) be the number of mistakes made in S◦. By Lemma 36 Item
3 and the definition of J every vertex in T is either in J or in S◦ for some S ∈ S ∪ T and hence the
number of mistakes made in T is upper bounded by:

M≤ |J |+
∑
S∈T∪S

M(S) (8)

= |J |+
∑

S∈T∪U
M(S) (9)

≤ |J |+
∑

S∈T∪U
(3 log2(D(S) + 1)) + 5) (10)

≤ 6K +
∑

S∈T∪U
(3 log2(D(S) + 1)) + 5) (11)

≤
∑

S∈T∪U
(3 log2(D(S) + 1)) + 11) (12)

≤
∑

S∈T∪U
14 log2(D(S) + 1)) (13)

where Equation 9 comes from the definition of U (i.e. for all trees S ∈ S \ U we have M(S) = 0),
Equation 10 comes from Lemma 40, Equation 11 comes from Lemma 37 and Equation 12 comes
from Lemma 36 Item 5.

We now define the following paths.

Definition 42. For any 1-tree S ∈ U∪T define ρ(S) to be a path in S containing its inner boundary
vertex that has maximum length. For any 2-tree S ∈ T let λ(S) be the path between the inner
boundary vertices of S. Let λ′(S) be a path in S that has a leaf in λ(S) and is edge disjoint from
λ(S) that has maximum length. Let ρ(S) = argmaxp∈{λ(S),λ′(S)} |p|.

For the following we define the constant α := log2(4/3)/ log2(2).

Lemma 43. For any tree S ∈ U ∪ T we have log2(|ρ(S)|) ≥ log2( 1
3D(S) + 1) which is bounded

below by α log2(D(S) + 1).

Proof. Direct from the definition of ρ(S).

Lemma 44. {ρ(S) : S ∈ U ∪ T} is a blanket of cardinality at most 15K.

Proof. We have, by Lemma 36 items 2, 3, 6 and 9, that {ρ(S) : S ∈ U}∪{λ(S) : S ∈ T}∪{λ′(S) :
S ∈ T} is a connected blanket. So since {ρ(S) : S ∈ U∪T} is a subset of {ρ(S) : S ∈ U}∪{λ(S) :
S ∈ T} ∪ {λ′(S) : S ∈ T} it is a blanket. The cardinality of {ρ(S) : S ∈ U ∪ T} follows from
Lemma 36 Item 4 and Lemma 39.

We now define the following blanket.

Definition 45. For i ∈ NK inductively define:

Si = argmaxS∈(U∪T)\{Sj :j<i}(|ρ(S)|) (14)

and define B := {ρ(Si) : i ∈ NK}.
Lemma 46. B is a blanket of size K which satisfies:∑

p∈B
log2(|p|) ≥ α

15

∑
S∈U∪T

log2(D(S) + 1) . (15)
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Proof. By Lemma 44 B is a subset of a blanket and is hence a blanket. Since B has
K elements it has, by Lemma 44 at least 1

15 th of the elements of {ρ(S) : S ∈ U ∪
T}. So, since in forming B we picked the paths of greatest cardinality, we must have that∑
p∈B log2(|p|) ≥ 1

15

∑
p∈{ρ(S):S∈U∪T} log2(|p|) = 1

15

∑
S∈U∪T |ρ(S)| which, by Lemma 43, is

at least α
15

∑
S∈U∪T log2(D(S) + 1).

Theorem 47. The number of mistakesM incurred by the longest-path and 0-Ising strate-
gies on a tree are bounded above by:

210

α

∑
p∈B

log2(|p|) (16)

where α := log2(4/3)/ log2(2). So since B is a blanket of size K the algorithm is, up to a constant
factor, optimal (by Theorem 35).

Proof. Direct from Lemmas 41 and 46.

G Computing the predictions of the 0-Ising strategy is NP-hard

Theorem 48. Computing the predictions of the 0-Ising strategy (see equation (1)) is NP-hard.

G.1 Proof of Theorem 48

NB: Whenever we mention “graph” in this section we mean a graph with source (label “0”) and
target (label “1”) vertices.

Given a graph J , let⊥(J ) and>(J ) be the source and target vertices of J respectively. We define
a label consistent labeling of J to be a labeling u of J such that u⊥(J ) = 0 and u>(J ) = 1. We
define the cutsize of J to be the minimum cutsize of a label consistent labelling of J . We define
Z(J ) to be the number of label consistent labellings of J that have cutsize equal to the cutsize of
J .

In this proof we assume that we have an oracle (i.e. a black-box that takes constant time) test(·, ·)
that, given an input graph J , of cutsize K, and an input vertex z ∈ V (J ), outputs “0” if there are
fewer label consistent labelings of cutsize K that label z as “0” than those that label z as “1” and
outputs “1” otherwise. From test(·, ·) we will construct a polynomial time algorithm for counting
the number, Z(G), of label-consistent minimum cuts in a graph G. Since the task of counting
the number of label-consistent minimum cuts is #P-hard [10], we hence have that test(·, ·) (i.e.
computing equation (1)) is NP-hard. Let n be the number of vertices in G.

Definition 49. Given a graph C with cutsize L ≤ n we define the graph C∗ as follows:

1. There exists a set X ⊆ V (C∗) of n + 1 − L vertices such that X ∩ V (C) = ∅ and
V (C∗) = X ∪ V (C)

2. ⊥(C∗) = ⊥(C) and >(C∗) = >(C)

3. E(C∗) = E(C)∪{(⊥(C), x) : x ∈ X}∪{(x, y) : x, y ∈ X,x 6= y}∪{(x,>(C)) : x ∈ X}
Lemma 50. Given a graph C with cutsizeL ≤ n the graph C∗ has cutsize n+1 andZ(C∗) = 2Z(C).

Proof. Since none of the vertices on the edges of {(⊥(C), x) : x ∈ X} ∪ {(x, y) : x, y ∈ X,x 6=
y} ∪ {(x,>(C)) : x ∈ X} are in V (C) \ {⊥(C),>(C)} we have that for any min-cut (and label
consistent) labelling of C∗, the restriction of that labelling onto C has cutsize L. So suppose we have
a (label consistent) labelling u of C with cutsize L. We now extent to a labelling u′ of C∗.
If u′x := 1 for every x ∈ X we clearly have a cutsize of n + 1 (L cuts in E(C), n + 1 − L cuts
in {(⊥(C), x) : x ∈ X} and no cuts in {(x, y) : x, y ∈ X,x 6= y} ∪ {(x,>(C)) : x ∈ X}). If
u′x := 0 for every x ∈ X we also have a cutsize of n + 1 (L cuts in E(C), n + 1 − L cuts in
{(x,>(C)) : x ∈ X} and no cuts in {(⊥(C), x) : x ∈ X} ∪ {(x, y) : x, y ∈ X,x 6= y}).
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Now suppose that the above two conditions don’t hold: i.e. that we have vertices x, y ∈ X with
ux := 0 and uy := 1. Then we have at least one cut in {(x, y) : x, y ∈ X,x 6= y}. Let X1 := {x ∈
X : ux = 1} and let X0 := {x ∈ X : ux = 0}. Then we have |X1| cuts in {(⊥(C), x) : x ∈ X}
and |X0| cuts in {(x,>(C)) : x ∈ X} giving a total of at least n+ 1− L cuts in the union of these
two sets. Adding the L cuts in V (C) gives us a total of over n+ 1 cuts.

So the cutsize of C∗ is n + 1 and moreover every (label consistent) labelling u of C of cutsize
L extends to exactly two labellings of C∗ of minimum cutsize. Hence we have that Z(C∗) =
2Z(C).

Definition 51. Given two graphs C and D, define the merger graph, [C,D], as follows:

1. The structure of [C,D] is the graphs C and D with >(C) and ⊥(D) merged into a single
vertex. i.e. we have a new vertex z such that V ([C,D]) := (V (C) \ {>(C)}) ∪ (V (D) \
{⊥(D)})∪{z} and E([C,D]) = (E(C)\{(v,>(C)) : v ∈ V (C)})∪{(v, z) : (v,>(C)) ∈
E(C)} ∪ (E(D) \ {(⊥(D), v) : v ∈ V (D)}) ∪ {(z, v) : (⊥(D), v) ∈ E(D)}.

2. ⊥([C,D]) := ⊥(C)

3. >([C,D]) := >(D)

Lemma 52. Given graphs C and D of cutsize n+ 1 we have the following:

1. [C,D] has cutsize n+ 1

2. Z([C,D]) = Z(C) + Z(D).

3. Given that z is the vertex formed from the merger of >(C) and ⊥(D) then the output of
test(z, [C,D]) is equal to 0 if Z(C) < Z(D) and equal to 1 otherwise.

Proof. Let z be the vertex formed from the merger of >(C) and ⊥(D). Suppose we have a (label
consistent) labelling, u, of [C,D]. If uz = 0 (resp. uz = 1) then there are at least n + 1 cuts in the
edges (E(D)\{(⊥(D), v) : v ∈ V (D)})∪{(z, v) : (⊥(D), v) ∈ E(D)} (resp. (E(C)\{(v,>(C)) :
v ∈ V (C)})∪{(v, z) : (v,>(C)) ∈ E(C)}). Hence, we must have that [C,D] has a cutsize of at least
n+ 1 and furthermore that u has cutsize n+ 1 if and only if ux = 0 for every x ∈ V (C) \ {>(C)}
(resp. ux = 1 for every x ∈ V (D) \ {⊥(D)}). So since there are Z(D) (resp. Z(C)) labellings of
{z} ∪ V (D) \ {⊥(D)} (resp. {z} ∪ V (C) \ {>(C)}) that label z as 0 and >(D) as 1 (resp. label z
as 1 and ⊥(C) as 0) and have n+ 1 cuts in the edges (E(D) \ {(⊥(D), v) : v ∈ V (D)}) ∪ {(z, v) :
(⊥(D), v) ∈ E(D)} (resp. (E(C) \ {(v,>(C)) : v ∈ V (C)}) ∪ {(v, z) : (v,>(C)) ∈ E(C)}) we
have that there are exactly Z(D) (resp. Z(C)) label consistent labellings of [C,D] that label z as 0
(resp. z as 1) and have cutsize n+ 1. All the items of the lemma follow.

Definition 53. Given some α ∈ Nn we define Q(α) as follows:

1. There exists a set A of α vertices such that ⊥(Q(α)),>(Q(α)) /∈ A and V (Q(α)) =
{⊥(Q(α)),>(Q(α))} ∪A.

2. E(Q(α)) = {(⊥(Q(α)), v) : v ∈ A} ∪ {(v,>(Q(α))) : v ∈ A}

Given, for some l, the sequence (α0, α1, ..., αl) with αi < αi+1 < n we now define a
graph B(α0, α1, ..., αl) that has a label consistent minimum cutsize of n + 1 and such that
Z(B(α0, α1, ..., αl)) = 2

∑l
i=0 2αl

Definition 54. Given, for some l, the sequence (α0, α1, ..., αl) with αi < αi+1 < n we inductively
define B(α0, α1, ..., αl) as follows:

1. B(α0) = Q(α0)
∗

2. B(α0, α1, ..., αl) := [Q(α0)
∗
,B(α1, α2..., αl)]

Lemma 55. Given, for some l, the sequence (α0, α1, ..., αl) with αi < αi+1 ≤ n we have that
B(α0, α1, ..., αl) has a cutsize of n+ 1 and Z(B(α0, α1, ..., αl)) := 2

∑l
i=0 2αl .
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Proof. Noting that Z(Q(α0)) = 2α0 and hence, by Lemma 50 Z(Q(α0)
∗
) = 2 · 2α0 and Q(α0)

∗

has cutsize n+ 1, the proof is direct by induction on l using items 1 and 2 of Lemma 52.

Lemma 56. Z(G) ≤ 2n

Proof. Note that there are 2n labellings of G which implies the result.

The following algorithm calculates Z(G) (unless Z(G) = 1 in which case computing Z(G) is done
by running test([B(0),G∗], z) (where z is the vertex formed from the merger of >(B(0)) and
⊥(G∗))).
Algorithm 57. Throughout the algorithm we maintain a graph J , which is equal to
B(α0, α1, ..., αl) for some l and sequence (α0, α1, ..., αl). J is initialised to be equal to B(n).
The algorithm loops over the following:

1. Let B(α0, α1, ..., αl) := J . Construct the graph [J ,G∗]. Let z be the vertex in [J ,G∗]
formed from the merger of >(J ) and ⊥(G∗).

2. Run test([J ,G∗], z). If the output is 1 then set J ← B(α0 − 1, α1, α2, ..., αl). If the
output is 0 then run the following:

(a) Construct the graph [[B(0),J ],G∗]. Let z′ be the vertex in [[B(0),J ],G∗] formed
from the merger of >([B(0),J ]) and ⊥(G∗).

(b) Run test([[B(0),J ],G∗], z′). If the output is 1 then the algorithm terminates out-
putting Z(G) ← 1 +

∑l
i=0 2αi . If, instead, the output is 0 we set J ← B(α0 −

1, α0, α1, ..., αl)

Theorem 58. Given an oracle test(·, ·), Algorithm 57 outputs Z(G) in polynomial time.

Proof. Note first that by Lemma 50 and Lemma 52 Item 1 all graphs, C, in the algorithm satisfy
Z(C) = n+ 1.

Since, by Lemma 56, we have that Z(G) ≤ 2n we can find, for some l, β0, β1, ..., βl ∈ Z such that
β1 ≥ 0, βl < n, for all i we have βi < βi+1 and Z(G) = 1 +

∑l
i=q 2βi . By Lemma 50 we have

Z(G∗) = 2Z(G) = 2
Ä
1 +

∑l
i=q 2βi

ä
. Let Jt be the graph J at the start of the tth loop.

We prove, by reverse induction (i.e. from l to 0) on j ≤ l that there exists a t such that
Jt = B(βj , βj+1, ..., βl). We first show the base case: that there is some time t such that Jt = βl.
To see this suppose at some time t′ we have that Jt′ = B(β′) for some β′ > βl. We consider
the (t′)th loop. By Lemma 52 Item 3 and since Z(G∗) ≤ 2 · 2 · 2βl ≤ 2 · 2β′ = Z(Jt′) (where
the last equality comes from Lemma 55), the result of test([Jt′ ,G∗], z) is 1. We hence have that
Jt′+1 = B(β′ − 1). Hence, since J1 = B(n) and n > βl we have that J1+n−βl

= B(βl).
We have hence proved that the inductive hypothesis holds for j = l so now suppose it holds
for some 0 < j ≤ l. We now show that it holds for j − 1. Since it holds for j choose
t′′ such that Jt′′ = B(βj , βj+1, ..., βl). We consider the (t′′)th loop. By Lemma 52 Item 3
and since Z(G∗) ≥ 2

Ä
1 + β0 +

∑l
i=j 2βi

ä
> 2

∑l
i=j 2βi = Z(Jt′′) (where the last equality

comes from Lemma 55), the result of test([Jt′ ,G∗], z) is 0. By Lemma 52 Item 3 and since
Z(G∗) ≥ 2

Ä
1 + β0 +

∑l
i=j 2βi

ä
> 2
Ä
1 +

∑l
i=j 2βi

ä
= Z([B(0),Jt′′ ]) (where the last equal-

ity comes from Lemma 55), the result of test([[B(0),Jt′′ ],G∗], z′) is 0. We hence have that
Jt′′+1 = B(βj−1, βj , βj+1, ..., βl). Note now that if βj−1 = βj−1 we are done. Else we have (as
βj−1 < βj) that βj − 1 > βj−1. Now suppose we have some t′ with Jt′ = B(β′, βj , βj+1, ..., βl)
for some β′ > βj−1. We consider the (t′)th loop. By Lemma 52 Item 3 and since Z(G∗) ≤
2
Ä
2βj−1 +

∑l
i=j−1 2βi

ä
= 2

Ä
2 · 2βj−1 +

∑l
i=j−1 2βi

ä
≤ 2

Ä
2β
′
+
∑l
i=j−1 2βi

ä
= Z(Jt′)

(where the last equality comes from Lemma 55), the result of test([Jt′ ,G∗], z) is 1. We hence
have that Jt′+1 = B(β′− 1, βj , βj+1, ...βl). Hence, since Jt′′+1 = B(βj − 1, βj , βj+1, ..., βl) and
βj − 1 ≥ βj−1 we have that Jt′′+βj−βj−1 = B(βj−1, βj , βj+1, ..., βl). This completes the proof of
the inductive hypothesis.

By the above we have that there exists a time t such that Jt = B(β0, β1, ..., βl). We
now show that the algorithm outputs at time t. By Lemma 52 Item 3 and since Z(G∗) =
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2
Ä
1 +

∑l
i=0 2βi

ä
> 2

∑l
i=0 2βi = Z(Jt) (where the last equality comes from Lemma

55), the result of test([Jt′ ,G∗], z) is 0. By Lemma 52 Item 3 and since Z(G∗) =

2
Ä
1 +

∑l
i=0 2βi

ä
= Z([B(0),Jt′′ ]) (where the last equality comes from Lemma 55), the result

of test([[B(0),Jt′′ ],G∗], z) is 1. The algorithm hence outputs at time t with output 1 +
∑l
i=0 2βi

which is equal to Z(G). The algorithm hence outputs correctly.

We now show that given an oracle test(·, ·), Algorithm 57 runs in in polynomial time. Note first
that it is clear that each loop takes polynomial time. Hence, all that is required to show is that there
is a polynomial number of loops. Let B(βt0, β

t
1, ..., βlt) := Jt. It is clear that for all t we have

βt+1
0 = βt0−1 and hence, since β1

0 = n we have at most n+ 1 loops. This completes the proof.

Since, with an oracle test(·, ·), Algorithm 57 solves a #P-hard problem in polynomial time we must
have that test(·, ·) is NP-hard.
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