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Abstract—This paper argues that regression test optimization problems such as selection and prioritization require multi objective optimization in order to adequately cater for real world regression testing scenarios. The paper presents several examples of costs and values that could be incorporated into such a Multi Objective Regression Test Optimization (MORTO) approach.

I. INTRODUCTION

Regression test optimization includes the two important related problems of selecting a subset of test cases that give maximum cost-value benefit and ordering test cases such that early attainment of this cost-value trade off is achieved. Both selection and prioritization problems have previously been studied as optimization problems, with a long history dating from 1977 [5]. However, much of the previous work has focussed on the problem of maximizing the attainment of value without adequately taking into account the cost.

It was not until 2001 that detailed empirical study was presented taking cost into account [3]. This was a single objective formulation that incorporated cost by treating the overall optimization function (the fitness function) to be a ratio: \( \frac{\text{value}}{\text{cost}} \), where value in this case, was coverage and cost was execution time. As has been shown, when there are only the twin objectives of cost and value, it is possible to solve the selection problem using the greedily computed prioritization solution as a first (and fast) approximation [28].

However, the incorporation of cost into a two objective selection formulation in this way is only possible because we can place the two objectives into a ratio. If we seek to optimize for three objectives (or more), then this approach is not possible. It was not until 2007 that an approach was introduced that could handle more than two objectives simultaneously using pareto optimality for regression test selection/minimization [26].

Unfortunately, single objective Regression Test Optimization (RTO) is unlikely to be practical, because testers typically have many different objectives. Even if we manage to combine cost and value into a single objective and thereby ‘squeeze two into one’, we may have to consider different competing notions of cost. For example, execution time, price of data, costs due to risks. There are also many different notions of value, such as technical (fault coverage, code coverage, requirements coverage), social (human preferences) and business/commercial (‘important feature’ coverage). We may also have constraints that need to be factored into the overall RTO process, such as the various forms of dependence between test cases. We must ask ourselves whether there really are many real world testing scenarios in which the tester is concerned merely with a single objective? A recent survey of regression testing [29] found that

"Out of the 159 papers [surveyed], only 31 papers list a member of industry as an author or a co-author. More importantly, only 12 papers consider industrial software artefacts as a subject of the associated empirical studies."

Part of the blame for this lack of industrial application may lie with the overly restrictive nature of the ‘Single Objective Assumption’ which is implicit in much of the previous work on RTO. To challenge this historical orthodoxy, this paper presents a manifesto for MORTO: Multi Objective Regression Test Optimization.

Since 2007, there has been interest in MORTO [6], [8], [17], [21], [24]. The uptake of MORTO, by the Regression Testing and Search Based Software Engineering (SBSE) [9] community may lead to greater industrial interest in and use of regression optimization techniques. It will certainly lead to many interesting research problems, which pose the challenges of managing competing and potentially conflicting optimization objectives and constraints.

II. REGRESSION TESTING AS AN OPTIMIZATION PROBLEM

This section briefly reviews regression test case selection, minimization and prioritization, which collectively form part of the more general topic of RTO. A more detailed discussion of RTO can be found in the surveys of Yoo and Harman [27] and of Engström et al. [4]. This section formalises the relationship between minimization, prioritization and selection, arguing that, from an optimization perspective, there really are only two problems: selection and prioritization.

Definition 1 (Test Case Minimization): Let \( T \) be a test case and \( R \) be a test objective. \( M \) is a test case minimization of \( T \) with respect to \( R \) if and only if \( M \) is a subset of \( T \) that maximizes \( R(T) \).

Traditionally, \( R \) is defined with respect to a set \( \{r_1, \ldots, r_n\} \) of syntactic elements of the program under test to be covered by the test suite, such that \( R(X) \) is defined to be the number of elements in \( \{r_1, \ldots, r_n\} \) covered by \( X \). Typically, we seek a set \( M \) that is smaller than \( T \), one that is, therefore, a proper subset of \( T \). Ideally, \( M \) will be minimal; no other minimized test suite will be smaller. In some approaches, we may seek to cover all elements of \( \{r_1, \ldots, r_n\} \), rather than merely maximizing their coverage. When \( R \) is defined in terms of coverage, test case minimization becomes an instance of the set cover optimization problem.

As has been previously noted [27] the so-called ‘test set selection problem’ can be formulated in terms of a test set

\footnote{A more recent version of this paper [27] is to appear in the Journal of Software Testing, Verification and Reliability [29].}
minimization problem, so this too is an example of a minimal set cover optimization problem. More formally, Definition 2 defines the traditional test case selection problem in terms of Definition 1 of test case minimization.

**Definition 2 (Test Case Selection):** Let $P'$ be a modified version of $P$ and let $T$ be a test suite. Let $C_A$ be a function which takes a pair of programs and reports the set of program elements of the form $A$ that are different in $P'$ compared to $P$. In this context, $A$ plays the role of test adequacy criterion, substituted by values such as $<\text{branch adequacy}>$ and $<\text{statement adequacy}>$. Let $R_A(X, P, P')$ be the number of elements of $C_A(P, P')$ covered when $P'$ is executed on $X$. A test set $T'$ is an $A$-adequate test case selection of $T$ with respect to $(P, P')$ if and only if $T'$ is a test case minimization with respect to $R_A(T', P, P')$.

In the RTO literature, ‘minimization’ is typically taken to refer to the once-and-for-all elimination of ‘redundant’ test cases, while ‘selection’ is taken to refer to the temporary selection of test cases to be used on the next release of the system. However, these details are comparatively unimportant from an optimization point of view.

The definitions above are consistently named with the RTO literature. However, in terms of optimization there are simply selection problems and prioritization problems. In selection problems we choose elements from a set that best meet the optimization objectives, while in prioritization we seek to order a set so that elements meet the objectives better than those that follow them in the order. Hereinafter, we shall refer to both traditional minimization and traditional selection as ‘Test Case Selection’; they are both selection problems from an optimization point of view.

**Definition 3 (Test Case Prioritization):** Let $T$ be a test suite containing $n$ elements and $T' = \langle t'_1, \ldots, t'_n \rangle$ be a sequence on $T$. Let $F$ be a function from test suite elements to some domain on which the relation $\geq$ imposes a total order. $T'$ is a test case prioritization of $T$ with respect to $F$ if and only if $\forall i, 1 \leq i \leq n - 1$. $F(t'_i) \geq F(t'_{i+1})$. That is, $F$ is monotonic over $T$.

These formalizations of Test Case Selection and Test Case Prioritization are based on the standard single objective formulations that can be found in the literature [1], [7], [15], [18], [19], [20]. Multi objective formulations can be defined in several ways, as is common with other work on multi objective SBSE [9]. A set of $n$ objectives, $\{f_1, \ldots, f_n\}$, can be combined into a single weighted objective, $WO(x) = w_1 \times f_1(x) + \ldots + w_n \times f_n(x)$ for a set of weights $\{w_1, \ldots, w_n\}$. This is the simplest approach because $WO$ can be used in place of $R$ in Definition 1 or in place of $F$ in Definition 3.

However, this ‘weighted sum’ approach is only applicable when a set of weights $\{w_1, \ldots, w_n\}$ is available. Often, RTO scenarios have many objectives for which it is unclear what the appropriate values of weights should be. In order to define weights we need to be prepared to determine how much benefit can be sacrificed per unit reduction in cost. When costs and benefits are complex amalgamations of different goals and stakeholder wishes this will not be possible. Fortunately, where weights are not obvious we can use a pareto optimal approach to manage the tensions between our competing objectives [9].

### III. Outline of a MORTO Research Agenda

Regression testing objectives can be categorised into those which fall on the ‘value’ side (those to be maximized) and those which fall on the ‘cost’ side (those to be minimized). Of course, any minimization objective can usually be inverted to turn it into a maximization objective, but it is helpful to think of these as ‘cost’- and ‘value’- based objectives, since this establishes those that are most likely to be in tension.

For some objectives we have natural fitness functions derived from testing metrics [11]. There are also constraints that delimit the set of valid test cases. In search based optimization, it is possible to treat any constraint as also being an objective, so long as the degree to which the constraint is satisfied can be measured meaningfully. Where such a measurement is possible we can simply seek to minimise the degree to which the constraint is violated. This is only of use where the constraint is, to some extent a ‘soft constraint’. Fortunately, such soft constraints are not uncommon, particularly for software testing, where the goal, rightly or wrongly, is often ‘do the best we can with the resources available’.

In most realistic regression testing scenarios there will be at least one cost- and one value- based objective, though there may be many others (and also constraints to respected). As such, new and potentially interesting and important MORTO research challenges are to be found in almost any arbitrary combination of these sets of objectives, by choosing at least one from each of the cost and value categories.

#### A. Cost-based Objectives

**Execution Time:** Execution time is a natural candidate for an RTO. It has already been studied widely in the literature, following the work of Elbaum et al. [3] on cost cognizant prioritization. It was also used as a secondary objective in prioritization by Walcott et al. [23]. It was also used in regression test selection by Yoo and Harman, who introduced the idea of pareto optimization as a way to balance competing constraints in Regression Testing [26]. Execution time is clearly a pressing concern for a regression tester, given the short build cycles within which they will typically have to perform the regression test activities. However, there are many other costs to be taken into account:

**Data Access Costs:** In some systems, where access to databases determines the coverage of the application under test, the population of the database will significantly affect the effectiveness of testing. We shall prefer realistic test cases, rather than a ‘mocked up’ version of the database, into which data may be systematically, but nonetheless synthetically added. Such synthetic data can lead to many false positives, because integrity constraints are not handled by the automated synthetic test generation algorithm. It can also lead to many false negatives. For example, awkward corner cases that humans tend to use may be missed, while the synthetic generator design may inherit the same (wrong) assumptions that undermine the implementation.

Unfortunately, real test cases can cost real money. There may be many costs involved in populating a database with either realistic data (the generation of which costs human time)
or with real data (which has a monetary cost of access payable to the data provider). These cost minimization objectives may be balanced against other cost drivers, such as execution time, using a MORTO testing approach. MORTO will allow the regression tester to select and order their regression tests so that all forms of cost are minimized. Without MORTO, one cost may be unacceptably high, even though another is minimized, leading to the decision maker rejecting both the solutions and the approach that suggests them.

**Third party Costs:** Some systems interact with third parties, creating significant testing costs. For example, when testing service oriented systems [2], there may be a price for accessing the systems of a third party. However, without such third party service access, it may not be possible to test the system fully. In these scenarios the tester will wish to minimize third party costs while maximizing value.

**Technical Resources Costs:** Some systems, such as embedded systems, are tightly coupled with their environment. These systems may consume resources that have a non-trivial cost. However, testing in situ or on a test rig may be required in order to run certain regression tests. The tester will want to reduce the consumption of such resources, while testing the system as fully as possible.

**Setup Costs:** In complex systems there may be set up costs associated with certain test cases. For instance, the test case may require devices, services, files and other aspects of the overall system to be configured in a particular way before the test can be executed. The execution of the test case itself may take negligible time. However, the set up costs for the test case may be significant in time and other costs. Such set up costs may also introduce dependencies, leading to an interaction between objectives and constraints.

**Simulation Costs:** Some systems are so expensive to test that a simulation is required. This is common in the automotive industry, for example, where automated testing and search based test data generation have been used [12], [25]. In these situations, the effort of developing or deploying a simulation of the real system behaviour may constitute a significant cost to be borne during testing. Where such costs can be estimated, then they can also form an objective for minimization.

**B. Value-based Objectives**

**Code Based Coverage:** There are many code-based aspects to be covered in testing, such as statement, branch and mutation coverage. These have been widely studied from the outset, with some penetration into industrial use [29]. As the literature develops, additional code-based features will emerge for which regression testing may seek coverage. Novel languages and programming paradigms will lead to their own regression testing coverage goals. All of these goals reflect the positive aims of RTO; those things that the tester seeks to maximize because they offer potential benefit. Most MORTO approaches are likely to include one such objective, if only for historical compatibility.

**Non-Code-Based Coverage:** Compared to code-based coverage, non-code-based objectives have been less thoroughly studied in the RTO literature, though there has been work on prioritization using system models [13], [14], [16] and requirements [22]. As models are increasingly used in Software Engineering they will come to represent the system ever more faithfully. It has been argued that all such descriptions will increasingly adopt the characteristics of source code according to the ‘law of tendency towards executability’ [10]. This migration towards executable models and specifications is likely to create additional coverage-based objectives.

**Fault Model Sensitive:** A regression testing approach should be sensitive to a fault model. If it is known that certain faults are likely, then this can be incorporated into RTO so that those tests that reveal more likely categories of faults are more likely to be selected or prioritized.

**Fault History Sensitive:** One particular kind of fault model is a fault history. There is no guarantee that past fault revelation confers an on-going value to test cases. Nevertheless, such previously fault-revealing test cases may be regarded as ‘proven performers’. As a result, the inclusion of historical fault sensitivity into RTO may be important. Indeed, it has formed an objective in previous work [26].

**Human Sensitive:** Most testing scenarios involve sociological and subjective issues. The tester, manager and customer are all important stakeholders, each with their own opinions on testing priorities. These preferences may be hard to quantify, but their successful incorporation will certainly prove to be an important determinant of acceptance. Previous work has demonstrated that these ‘human’ issues, though subjective, can be accounted for in regression test prioritization [30].

**Business Sensitive:** As well as the sociological (and highly subjective) factors, there are also more quantifiable business objectives. These may favour test cases according to their ability to test features that are directly related to revenue generation or target-market acquisition. As all testers know: not all features are equal.

**C. MORTO Optimization Constraints**

**Precedence:** Some test cases have to be performed before others because they establish a system state in which the subsequent test cases become possible, or for which these later tests perform better in some way. We may treat this as an objective where the constraint is soft, seeking to respect constraints where possible. In other situations these constraints may be ‘hard constraints’ that must be satisfied by the test process because subsequent tests simply will not apply unless the previous test cases have been executed.

**Conjunction Constraint:** Tests may be conjoined such that executing one, entails executing another. Such constraints may be soft (it is advantageous to the tester to test these two together) or hard (these two must be executed together).

**Exclusivity Constraint:** Two tests may be mutually exclusive. For instance, if one test completely exhausts a resource that is required by another, then these two tests cannot both be performed. Once again, these constraints may be soft or hard, but where they are present, the RTO process must take them into account. Otherwise, the test case selection and prioritization results produced by RTO may not be viable.

**Dependence Constraint:** Inclusion of one test may affect the cost of another. For instance, if we undertake the work required by a complex set up process for a certain test case, the same...
set up may be re-usable by other test cases. In this way there may be a dependence between the cost of one test case and the costs of others. If we include one of the test cases, then the cost of all those that remain will be reduced; they share the same set up procedure and the costs associated with it.

IV. CONCLUSION

Testing is complex. There is no direct measure of fault-revelation likelihood and there are many different types of cost involved. This complex interplay between cost and value is further compounded by the many additional validity constraints, making test case selection and prioritization problems that naturally involve multi objective optimization. This paper argues that such a Multi Objective Regression Test Optimization (MORTO) approach is long overdue.
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