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Abstract

Program slicing is the process of deleting statements in a program that do not affect a

given set of variables at a chosen point in the program. In this paper the parallel slicing

algorithm is introduced. It is shown how the control flow graph of the program to be sliced

is converted into a network of concurrent processes, thereby producing a parallel version of

Weiser’s original static slicing algorithm. Keywords:
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1. Introduction

A slice of program p is constructed with respect to a slicing criterion (V, n), by deleting

statements from p which have no effect on any of the variables [2] in V as execution

reaches line n. A slice is thus (typically) simpler than the original program. Weiser’s

original algorithm [25, 27] has been modified by several authors, who have improved

upon the accuracy and speed of slice construction [21,12, 15, 22,11]. The applications of

slicing include program comprehension [26], program maintenance and debugging [5, 16]

program testing [18] the calculation of cohesion metrics [20] and program integration [9].

These applications rely on the way in which slicing allows for program simplification, by

extracting a thread of the original program’s computation.

Weiser’s original approach solved the static slicing problem. Other authors have

extended slicing to the dynamic [2, 6, 13,14] and quasi-static paradigms [24, 23]. The

algorithm represented in this paper also solves the problem of static program slicing. It is

essentially a parallel version of Weiser’s and is defined in terms of the control flow graph

(CFG)[7]. The CFG is compiled into a network of concurrent processes similar to those

defined in [1]. Each process communicates with the others along the arcs of the CFG.
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The messages include sets of variables are closely related to Weiser’s relevant variables

[27]. To our knowledge, the algorithm introduced here is the first to exploit concurrent

execution in program slice construction.

The rest of this paper is organized as follows: Section 2 describes the parallel al-

gorithm, a formal proof of which can be found in [17]. Section 3 contains a detailed

example, showing how it constructs a slice and Section 4 describes some other interest-

ing and potentially useful properties of the parallel slicing algorithm over and above slice

construction.

2. The Algorithm

The slice of the original program is created as follows:

(1) The original program is converted into a CFG.

(2) The CFG is compiled into a network of concurrent processes.

(3) The network of concurrent processes is executed. The nodes of the CFG that cor-

respond to statements to be kept in the final slice are obtained from the resulting

output.

2.1. Constructing a process network

From the program to be sliced, a process network is constructed. The topology of the

network is obtained directly from the inverse of the program CFG, called the Reverse

Control Flow Graph (RCFG) [3], with one process for each node in the CFG and with

communication channels corresponding to the arcs of the RCFG.

As is the convention arcs entering a node i, represent inputs to process i, and arcs

leaving represents output from processes, i. When a process outputs a message, it shall

mean that the message is output on all output channels.

2.2 Process behaviour

Each process sends and receives message that are sets of variables names and node

identifiers. The behaviour of each process, i, depends precisely on the following informa-

tion, derived directly from the CFG of the program being sliced:
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i : The identifier of the corresponding node of the CFG.

REF(i) : The set of variables referenced by i.

DEF(i) : The set of variables defined by i.

C(i) : The set of nodes controlled by i

Processes with more than one input in the RCFG correspond to predicate nodes. The

present paper is concerned with side-effect free language, so all such processes will have

DEF(i) = φ. Conversely, processes with only one input do not correspond to predicate

nodes, and therefore, by definition, they control no other nodes and so have C(i) = φ.

The behaviour of each process, i, can be defined in CSP style notation [8] as follows:

P(i)=?S → (if S ∩ (DEF(i) ∪ C(i)) 6= φ

then ! ((S \DEF(i)) ∪ REF(i) ∪ {i})

else !S);

P(i)

If the input, S, to process i, has elements in common with the defined variables of i or

with the controlled nodes of i then the process, i, outputs the set consisting of:

(1) all its input variables (elements of S) that it does not define,

(2) all variables that it references,

(3) its node identifier, i.

On the other hand, if S has no elements in common with the defined variables or con-

trolled nodes of i then the process i merely outputs S. The process i then repeat this

action, waiting for the next input message.

2.3. Initiating network communication

In order to construct a slice for the criterion (V, n), network communication is initiated

by outputting the message V from process n.

2.4. Constructing the slice

For any process the node i should be included in the final slice if and only if i has

output its node identifier i. The slice of a program computed by this algorithm can be

found by including the set of nodes whose identifiers are input to the entry node of the
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CFG, because the entry node is reachable via every node in the RCFG and thus message

output by all nodes will eventually reach the entry process.

Once the set of nodes to be included in the final slice is obtained using the parallel

slicing algorithm, the problem of converting this information back into the syntax of the

original program arises. The solution is well known [25,10] and is therefore not discussed

further in this paper.

Section 2.2 above, should be thought of as a “specification” of process behaviour

rather than an “implementation”. The important aspect of the definition is that each

process should be thought of as a function from the union of all its inputs to the union

of all its outputs [17].

In a valid implementation of the parallel slicing algorithm [17], to ensure termination,

process should, in fact, not output the same message more than once as in the case in

the following example execution.

Step1: a=0

Step2: while (s<t) {

Step3: if (t==4)

Step4: c = t;

Step5: s=2;

Step6: c=t+7;

Step7: t=a+4;

}

Figure 1. The program to be sliced.

3. A worked example

Let the slicing criterion be ({c},7) and the program to be sliced be the one shown in

Figure 1.

The RCFG of the program to be sliced is shown in the Figure 2.

The process network obtained from the RCFG is shown in the Figure 3. A slice

is to be constructed for the criterion ({c},7), so process communication is initiated by

outputting {c} from node 7.
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To show the progression of the state of the system, we label the arcs in the RCFG

with the message communicated by the relevant process during execution. New message

communicated at each stage are labelled in bold type face.

Process are drawn like this:

Where C is the set of controlled nodes, DEF is the set of defined variables and REF is

the set of referenced variables of each processes. After receiving {c} through its input

channel, process six outputs {t,6}. Processes five, four and three all eventually receive

{t,6} which they simply output because {t,6} is disjoint from the defined variables of

these processes. The resulting state is shown in Figure 4.

When {t,6} is input to process two, it causes process two to output {s,t,2,6} to pro-

cesses one and seven. This is an instance of a process responding to an input containing

the identifier of a node that it controls. Process two will therefore output a message in-

cluding its own node identifier, representing the fact that node two will also be included

in the final slice.

The resulting state is shown in the Figure5.

The message {s,t,2,6} passes through process one to the ENTRY node. On receiving

{s,t,2,6}, process seven outputs the message {s,a,2,6,7} because it defines t. This output

message passes unaffected through process six.

When process five receives {s,a,2,7} it outputs {a,2,5,7}.

The resulting state is shown in Figure 6.

Continuing process communication passes the extra message in the network to all

reachable nodes, but causes no new message to be introduced into the system. Finally

the network terminates in the state shown in Figure 7.

From the original state of the network the slice of the original program is constructed

by including those statements and predicates whose node identifiers have reached the

ENTRY node.
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Figure 2. The RCFG obtained from the initial program.

Figure 3. Initial state of the process network.
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Figure 4. The state just before process two output in first message.

Figure 5. The state just after process has two output in first message.



42 Information and Management Sciences, Vol. 16, No. 2, June, 2005

Figure 6. The state just after one move pass and loop.

Figure 7. The final state of the process network.
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1. a=0 1. a=0

2. while(s<t) { 2. while(s<t) {

3. if (t==4) 3.

4. c=t; 4.

5. s=2; 5. s=2;

6. c=t+7; 6. c=t+7;

7. t=a+4; 7. t=a+4;

} }

The Original program The Slice on ({c},7)

Figure 8. The original Program and Slice.

4. Discussion

The parallel slicing algorithm may be adopted to construct slices for multiple slic-

ing criteria. The algorithm also produces some extra information about the slices it

constructs, as a by product.

4.1. Simultaneous slicing

For the slicing criterion (V, n), process communication is initiated by outputting V as

a message on all output channels from process n. In some situations it may be desirable

to construct a slice which preserves the effect of the original program simultaneously

on several slicing criteria. In such a situation, the slice would be constructed with

respect to a set of m slicing criteria, {(V1, n1), . . . , (Vm, nm)}. In order to use parallel

slicing algorithm to construct a slice with respect to {(V1, n1), . . . , (Vm, nm)}, process

communication is initiated simply by outputting V1 at n1, V2 at n2 and so on up to Vm

at nm. This can also be achieved using the PDG approach [11] but has not previously

been considered using Weiser’s approach [25, 27].

4.2. Equivalence classes of slicing criteria

The final state of the network also has an interesting property concerning the sets of

variable names labelling each arc of the stable process network.

Consider slicing on the criterion (V, n). For each arc a, in network, consider the

restriction of each labelling to just variable names (i.e. ignore the node identifiers). Now
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these sets represent the variables whose values must be presented at arc a, in order

to p preserve the values of V , a, n [17]. The slice constructed by the parallel slicing

algorithm, for the slicing criterion (V, n) is thuds also a slice for all (K,m), where K

is outputs (V, n)(m) the union of all message output by node m when slicing using the

parallel slicing algorithm with respect to (V, n). Thus constructing a single slice at one

point in the program, automatically produces an entire set of slicing criteria for which

the program produced is also a slice.

For any program therefore, an equivalence relation ∼ on slicing criteria can be defined,

such that (V, n) ∼ (K,m) if and only if they both lead to the same slice. The parallel

slicing algorithm has the property that the set of labelling of stable process networks are

all in the same equivalence class with respect to ∼.

5. Conclusion

In this paper a new algorithm for static slicing has been introduced. The algorithm

exploits the natural parallelism in the control flow graph and is essentially a parallel

version of Weisers algorithm based on the view of a process network as a set of recursion

equations.

The authors believe that the view of a CFG as a process network with its correspon-

dence to a set of recursion equations is extremely attractive and may form the basis for

parallel solutions to other graph theoretic problems in source code analysis.
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