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For any DDoS filtering solution, the primary motivation

the fact that a large number of solutions have been proposed must be todo no harm This manifests itself in two key ways:

in the literature. The problem is that few are actually practical
for real-world deployment and have incentives for early adpters.
We presentTerminus, a simple, effective and deployable network-
layer architecture against DoS attacks that allows receivs to
request that undesired traffic be filtered close to its source
In addition, we describe our implementation of each of the
architecture’s elements using inexpensive off-the-shelfardware,
and show that we can filter very large attacks in a matter

« Such a filtering mechanism must be designed to prevent

misuse. For example, it must not be possible for spoofed
traffic to trigger a filter to be installed that blocks legiti-
mate traffic.

o The filtering mechanism itself must be robust against

DDoS. As far as possible, this implies that its control

plane should be relatively decoupled from the data for-
warding path. If, for whatever reason, the filtering control
plane were to fail, the situation must not be worse than
if the DoS solution had not been deployed.
In this paper we describBerminus a novel solution to DDoS
Over the last decade a great deal of effort has been focugg@cks which satisfies all the criteria above. The novelty
on defending against distributed denial-of-service &adt though is not in the individual mechanisms; there are affer a
is starting to become clear that, without a substantial '8nly so many ways to filter or to mark packets [6], [8]. Rather
architecting of the Internet, there is no magic bullet. Alish  our main contribution is in how very simple mechanisms can
the cost of such attacks can be very substantial, short gf combined to produce a coherent and robust system, while
cyberwarfare[16], it is unlikely that DoS attacks will beffsu  ay0iding opening up avenues for abuse. This is not our first
cient to motivate radical change. Thus it behooves us t(}:beagmempt at such a solutiori [11]J13] but it is by far the
for minimalchanges that could actually lbeployedwith the  most minimal; the real art turns out to be in removing as
goal of significantlyraising the barfor DDoS attackers. Any much mechanism as possible, but not mdfe [7]. We have
such changes must be economically viable, with incentivgplemented Terminus and we will demonstrate that it is

during each phase of partial deployment. viable on inexpensive commodity hardware at gigabit speeds
It is also clear that to effectively defend against DDoS

attacks, malicious traffic must be blocked close to its sesirc Il. TERMINUS ARCHITECTURE
Although OS security is improving, end-hosts themselves We start from the assumption that the victim of an attack
are likely to remain poorly managed and insecure for th@n tell with reasonable accuracy which traffic is bad. Fer th
foreseeable future, so any solution must be network-basedrpose of this paper, we refer to the detector as an intusio
Unfortunately, we cannot enlist the help of the network cordetection system (IDS), but in many cases it may be the server
the cost of any mechanism in core routers is significantliself. We then deploy filtering boxes near sources of traffic
greater than at the edges. Perhaps more importantly, tras#ice the size of botnets being reportedl [5] means it is not
ISPs actually suffer very little from DDoS problems, so haveossible to defend against large flooding attacks near to the
very little incentive to invest in new technologies. Thisdis destination, even if the victim is connected to well-prawed
us to the inevitable conclusion that the only place whereghdinks. For the system as described so far to be viable, the
problems can be tackled is at the edge ISPs and networi@lowing issues must be addressed:
only here does anyone have both the incentive and the means Finding the right filtering box from which to request a
to tackle the problem. filter.

Although a number opro-active solutions to DDoS have « Validating filtering requests to ensure spoofed requests
been proposed|[2]_127]..I19], none can be deployed solely at cannot become a channel for attack.
edge ISPs with no changes to hosts or to core routers. Thus it Preventing spoofed traffic floods from triggering a filter
appears that any IP-level solution that is actually rdalifsr request that blocks legitimate traffic.
deployment must also beactive essentially detect problem « Providing incentives for early adopters, and especially
traffic and request that it stop. providing incentives to deploy filtering boxes.

of seconds while still sustaining a high forwarding rate eve
for minimum-sized packets. We conclude by discussing inii
deployment incentives.

I. INTRODUCTION



Control plane traffic
Forwarding plane traffic

Fig. 1. Terminus architecture showing the location of its eleme@tstands for client, S for server, BP for border patrol, BM lborder
manager and FM for filter manager.

From the point of view of deployment, it is critical thatingress edge routers set or unset this bit depending on aheth
the mechanisms will work even when the ISP of the bot aride packet came from a peering link to a Terminus or legacy
the ISP of the victim are remote from each other and hal®P, respectively; the routers would know this throughyisie
no prior business relationship. The only form of contrattuaontractual agreements. In this way, if a packet traverags o
arrangement that seems viable is that of pairwise serviferminus ISPs on its way from source to destination, it will
level agreements (SLAs) between neighbouring ISPs. Thamsive with its true source bit set, and its source IP addrass
any architecture must assume that this is the contractbal trusted (our earlier workTlL3] used a similar concept ® th
mechanism from which end-to-end filtering services aretbuitrue source bit; however the rest of the Terminus architectu
We primarily use such SLAs to distinguish spoofed traffic ts completely different and considerably simpler). Of c®yr
avoid the second issue listed above. The rest of this sectibearminus ISPs are assumed to perform ingress filteringereith
explains the architecture in greater detail, includingi8ohs at their routers or their border patrols.

to all of these issues. Figure[2 gives a couple of different scenarios illustrating
o this mechanism. Packets originating at ISP A and going to the
A. Edge Filtering server hosted by ISP G will arrive with the true source bit set

Terminus places special control points caltextder patrols Packets from ISP B, on the other hand, will have this bit unset

(BPs) in ISPs, as close to the sources of traffic as possiede (Qy rou_ter E2, since it knows that its link cor_mect_s to a legacy
Figure[1). An ISP deploying Terminus (@&rminus ISP in IS_P. Flnally., any packet from ISP C or D will arrive with the
this paper) configures its network so that traffic from theddt Unset, since router G2 knows ISP F to be a legacy ISP.
sources is forced through border patrols. In this way, edeh B Thanks to the border patrols and the true source bit, a V|ct|m
can later be asked to install filters for traffic going through@n now know whether the source IP address in a packet is
it, and, since it is close to the sources, the total aggregé@ld or not. Naturall_y, the server will only be able to triisé _
throughput it forwards should be manageable. source IP address field for packets that travers_ed a Terminus

With this mechanism in place, the victim of an attackSP-only path, but as deployment progresses this will becom
would have to know which BP the traffic came through. In §'& common case.
perfect world, this would be as simple as looking at the spurc
IP address of the malicious traffic and deriving a mappirfg; Filtering Requests
between this and the correct BP. Unfortunately, because ofMWe now have control points (border patrols) deployed
spoofing, this information cannot be trusted. on outgoing paths to the rest of the Internet, and a way

This is not to say that currently most sources of attack spoddér a victim to determine where a packet came from (the
they do not. However, this is likely to change if an effectiveombination of the true source bit and the IP source address
anti-DoS mechanism were deployed. As a result, any sufibld). When an attack is detected, the next step is to send
mechanism that does not deal with spoofing in some way ruiilgering requests.
the risk of quickly becoming obsolete. Although the IDS or server acting as the detector knows

Although many ISPs perform ingress filtering to preverwhat it wants to filter, it does not know where to send the
spoofing, enough do not to pose a sizable potential probleraguest. To avoid burdening an already busy system and to
the difficulty lies in that a receiver cannot tell the diffaoe avoid revealing the existence of an IDS, we offload this to
between a spoofed packet and a non-spoofed one, so raagther system, which we will call &lter manager(FM).
incorrectly filter legitimate sources. All is not lost hovegy The IDS is simply configured with the address of its local
the addition of one simple mechanism avoids this problem FM, and sends all its filtering requests there (Fiddre 1).

The idea is to use a “true source” bit in the IP header to An FM needs to map an IP address to be filtered to the ad-
mark whether the source IP address field in a packet is in faress of the border patrol handling traffic from that IP addre
the address of the host that originated the packet. As tHeepacThere are many ways to do this, but our preferred solution is
travels from source to destination, Terminus ISPs have th& use a peer-to-peer flooding protocol to distribute dilyita



Router E1 IIl. PROTECTING THEARCHITECTURE

With such a powerful mechanism in place, care must taken
\ to make sure that the architecture is not used as a DoS tool
in its own right; protecting it from such misuse and dealing

RouterE2  Router G1 with other forms of attacks is the topic of this section.
Router F1 Router G2 A. Defending Against Bots at Legacy ISPs
If Terminus were fully deployed, large DDoS attacks could
> Logacy ISP ge _f||te_re_o_l F\éen|lf a feV\I/ legacy ISPs_”rima;]ned. Howe;]/er,
Router F2 > Terminus ISP uring initia ep oyment legacy ISPs wi e.t e norm rathe
than the exception. Thus, we need to provide some level of

Fig. 2. True source bit scenarios. protection against attacks by sources hosted by legacy ISPs

To this end, we can make use of the true source bit already
signed bindings to all FMs worldwide. This is essentiallg thdescribed. This not only denotes that the IP source address
same robust flooding mechanism as was proposed for Pighalid, but it also says that the packet originated at arel ha
DNS [1Z7], and is extremely resilient to attack. traversed Terminus ISPs. It makes sense for a Terminus ISP

The size of this “routing” table would certainly be manto reward other Terminus ISPs, and so we can install diffserv

ageable: only one entry would be required per AS, or abatjassifiers at the edge routers of _the dest_ination ISP (ccreidd_
20,000 entries in the current Internet. Each entry couldsispn Other Terminus ISPs on the path if they wish to do so), sending
of an IP address and a set of prefixes, aggregated as mucRets that have the true source bit set to a higher priority

possible, representing the clients of the ISP that sit khifUeue. As a result, packets from legacy ISPs will always get
border patrols. lower priority and, during an attack, potentially little oo
service. It now becomes clear that although we always refer t

Using this mapping table, the FM determines the address

of the host at the remote ISP from which it needs to requetste true sourceit, in reality we implement it as a nediffserv

a filter. Such a host, calledlzorder managefBM), needs to ;ﬁdn?gggfnsfoxgrgan use the existing diffserv machinery in
forward the filtering request to the appropriate bordergatr '

(in a small deployment, the BM could be the same host as tBe Validating Filtering Requests

BP;.the architecture places nolreqw_rements on howt.hlsIShou As described so far, an attacker could contact a border
be implemented). To accomplish this, the ISP could inst@l t \, 34 0er and request a malicious filter. A nonce exchange

necessary mappings of source IP addresses to border pat@lfices to avoid this. On receipt of a filter request, the bord
and update them should these change. manager sends a random nonce back to the filter manager, and
Once filters are installed we need a way of removing themnly installs the filter when it gets the nonce echoed bacis Th
Simplest is to include, along with the filtering requestoirf serves to validate that the IP address of the FM is not spoofed
mation about how a filter should expire. The BP then removgsf course this is not Stricﬂy necessary if the true souritésb
the filter when the criteria are met (the expiration could b@t in the f||ter|ng request, but as Internet paths are asyr'n]'ne
time-based or even rate-based). When filters are instafidd gve cannot count on this being the case, and the extra validati
attack traffic subsides, the victim has no obvious way {8 cheap).
know if the attack has actually ceased or if it is the filtering validating the FM's IP address is not sufficient though: it is
mechanism that is being effective. The IDS could of coursfiso necessary to validate that this particular FM is aitledr
request the filter be removed and measure the effects, Witequest a filter for this particular destination IP addrés
perhaps a better solution is to provide a way to retrieverfiltessence we need the reverse mapping table from the one used
traffic statistics from BPs. This allows the IDS to eXpllﬁltl by the FM to discover the BM’s address. The same peer-to-
remove unneeded filters, and provides a more flexible tool figéer distribution of digitally signed mappings can be used t
the IDS to use as it sees fit. The filtering protocol deSCfib@ﬂstribute these reverse mappings too. |_|ke|y the certibca
in SectionIV-B supports all of these approaches. authorities for these signatures will be the Regional imger
We now have all the basic elements needed to filter &egistries (RIRS), as they already handle IP address &thosa
attack. Traffic from clients traverses border patrols amiy@s to ISPs. It is worth noting that the nonce exchange will not
at the server, where a nearby IDS detects the attack, detesmistop an attacker on the path between the BM and the FM;
the malicious sources, and sends a filtering request to litswever the additional risks are minimal as a compromised
local filter manager. The FM, in turn, uses the mapping obuter can already filter the traffic by simply dropping it.
source IP address to border manager obtained via the peeWith this in place, upon receiving a filtering request the
to-peer network to send the necessary filtering requestseto border manager will inspect its source IP address. If the
appropriate border managers. These, in turn, ensure that miapping between this address and the destination address of
requests go to the appropriate border patrols through whitte actual filter exists in the set of mappings distributeidgis
the malicious traffic flows, and where it is finally filtered. the peer-to-peer network, then the BM will issue a nonce.
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= = = Attack traffic

If the reflector is not at a Terminus ISP, or the path from the
reflector to the victim is not fully Terminus-enabled, thée t
attack traffic does not have the true source bit set, getting |
priority at the ISP of the intended victim. However, therais
810 , single deployment combination that is problematic, as show
SRC: Server S ¢ in Figure[3. The issue arises when the attacker is at a legacy
ISP, so can spoof, and the reflector is at a Terminus ISP, so
traffic from the reflector to the victim arrives with the true-
source bit set. In this case the reflector has “promoted” low-
ISP A ISPE priority attack traffic to a higher priority. This scenarieads
Fig. 3. Reflector attack scenario. TS stands for true-source big SFEPECial treatment.
for IP source address, EP for egress patrol and BP for bowteslp ~ The solution requires an additional system calledcaress
Patrol or EP. In practice, EPs and BPs will almost certainly
This nonce will reach the FM, which will echo it if it had, be the same systems; the difference is primarily that ERs filt
in fact, issued a filtering request. Finally, the BM will cant traffic outbound to customer hosts, whereas BPs filter indoun
the appropriate border patrols to block the unwanted traffictraffic. All traffic to servers that might be used as refleciers
directed through an EP.
With regards to FigurEl3, the process begins when an IDS
Although the architecture ensures that filter requests comgar server S detects a reflection attack (responses aragomi
from legitimate parties, it might still be possible for ate@ker for requests that were never sent), and alerts S's FM. The FM
to spoof client traffic to trigger a filter against an unsusipec cannot simply request that the attack is filtered, because if
Iegitimate client. The list of possible attack scenariogehto it did, then the responses to any requests from S to R would
do with the location of the attacker with regards to the wicti aso be filtered. Thus an astute attacker might be able teecaus
Only five such scenarios exist: Terminus to block essential communications.
1) The attacker is in a legacy ISP that allows spoofing.  As inter-domain paths are frequently assymetric, S's FM
2) The attacker is in a legacy ISP that performs ingres®es not know whether or not the path to ISP B is Terminus-
filtering. enabled. The appropriate response depends on knowing this,
3) The attacker is in a different Terminus ISP from the reab the FM sends a conditional filter request of the form:
client. if filter request packet arrives withS = 1 then
4) The attacker is in the same Terminus ISP as the real At Ep, block traffic fromS to R whereT'S = 0
client but behind a different BP. else
5) The attacker is behind the same BP as the real client. At BP, setT'S = 0 on traffic fromR to S
In the first scenario, the attacker can spoof the client’s end if
address. However, the attacker's packets will arrive Wiirt The reasoning behind this is as follows:
true source bit unset. The filter manager must err on the $ide o
“do no harm” and only issues a filtering request when the true
source bit is set, relying on low diffserv prioritization e
the bit is not set. The next two scenarios are impossible: an
attacker from an ISP that performs ingress filtering simply
cannot spoof the address of a client in a different ISP. The
attack described in the fourth scenario is easily prevéatap
either performing ingress filtering at the BPs or by ensuring
that the ISP uses the true source bit internally. In the last
scenario, the BP cannot tell traffic from the attacker and the
victim apart. In essence, the problem is a local one, and the
ISP can use ingress filtering or other local sanctions.

— Server S traffic

Attacker

C. Triggering Requests Through Spoofing

« If the filtering request packet arrives with TS = 1, ISP B
can use the TS bit to distinguish packets thatatally
coming from S from those coming from A. In this case,
we ask the EP to block traffic whose source IP address
is S whenever TS = 0, dropping all of the attack traffic.

« If, on the other hand, the filtering request packet arrives

with TS = 0, ISP B has no way to tell which packets

originated at S and which ones at A. Without adding a

lot of additional mechanism, the best that can be achieved

is to avoid promoting the attack traffic, hence the request
for a filter to clear the TS bit.

Itis possible to handle the latter corner case more effelgtiv

D. Reflection Attacks by resorting to tunneling, but on balance it seems better not

In a reflection attack, the attacker spoofs a high rate & add too much additional mechanism, but rather simply to
requests using the victim's IP address, and sends them to éficourage wider Terminus deployment.
nocent third-party servers; the response flood then ovémge _ .
the victim. A typical reflector might be a DNS server, and thE- Protecting Terminus’ Components
motivation is to amplify the attack as responses from theeser For Terminus to be successful, all of its components must
are larger than the requests sent by the attacker. be robust against attack. Attacking border patrols, farimse,

For the most part, reflection attacks do not trouble Terminusould deny traffic from clients from reaching a server. Under
If the attacker is at a Terminus ISP, spoofing is not possiblell deployment, there will be a significant number of BPs,
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and so DoSing a server by stopping client traffic would prove|pg FM BM BP
very difficult at best. During initial deployment, howevthrere
might only be a few BPs deployed and the attack might be
effective. The solution is simple: do not advertise the BPs’
address prefixes externally via BGP. If they are not extgrnal
reachable they are not susceptible to attack; EPs can be
protected in the same manner.

Border managers, on the other hand, do have to be externally
visible in order to receive filtering requests. However,sthe
boxes are not on the fast path, and so can devote all their
resources to the control protocol. The BM implementatiofig. 4. Filter installation request using the Internet Filteringt®col.
described in SectioR IVAB can not only service requests at
a fast rate, but also ensures that no state is held for a C"W.“Setup

before it has responded to a nonce. In the end, overloading a ) ) )
BM with requests only prevents filter installation. To allawy | "€ computers used to obtain the results were inexpensive
bot behind a BP managed by such a BM to continue an attat® Servers with two dual-core Intel Xeon 5150 processors
requires many bots to DoS the BM; this simply is not a godd"ning at 2.§GGHZ. These CPUs have 64KB of L1 cache on
return on investment for the attacker. each core, with a 4MB L2 cache shared between the two cores.

One final element of the architecture that might be targettg@e systems had two dual-port Intel Gigabit Ethernet cards o

is the filter manager. Again, this box is not on a fast patﬁ,x PCI Express slots (results on older machines with PCI-X

and so it can devote all its resources to filter requests. M&Pses tLl"n out tq becbus-llrgltfed).hwi |mpledrr_1ente|d the céniro d
importantly, its traffic is constrained: there are a limited:2"€ clements in C++ and for the forwarding plane we use

number of IDS systems from which it should accept reques nux 2.6.16.13, version 1.5 of the Click modular router][17

and the path for nonce requests from BM to FM will always b%nd version 6 of the 1000 driver with po_lling extensions.
The kernel used was generally uni-processor, except

Terminus-enabled (or we would not have requested the filter i s
in the first place). where otherwise stated. Whenever the term SMP appears in

forwarding-plane experiments, this means that we used two
forwarding paths, each handled by a separate thread adsigne
to a separate CPU core (we assigned the remaining two cores

Ideally we would like the mechanisms described so f&@ the reverse path threads, which were idle). In experiment
to be implemented in hardware, perhaps as part of a routeat tested the performance of a Click element, the element
platform. In reality, however, and especially during thelya was replicated across the two paths.
deployment stages, it is unlikely that commercial vendaitk w
adopt the approach without having seen some level of reB- Control Plane Performance
world deployment. Consequently, we have opted to implementTo transmit requests between the components of the control
the solution using off-the-shelf hardware to show its fei#lisy. plane we designed and implemented timernet Filtering

As with any performance evaluation, repeatability is keyrotocol(IFP). While the protocol supports various operations
and so using a controlled network testbed is a logical stequch as filter removal and retrieving attack traffic statssti
However, creating realistic attack scenarios in a testlsedthe results presented here focus on the most important op-
problematic, since whatever scenarios are chosen, theg coeration, filter installation. To test the worst case, we used
never be general enough to reflect real-world diversity. Déne-granularity filters consisting of a source and desitmat
spite this, it is possible to test each of the components iBf address pair (though the protocol supports prefix-based
the architecture individually to see how they behave undand destination-only filters), and each IFP packet contgaine
heavy load and pathological cases, and thus provide someequest with a single filter.
level of confidence with regards to the architecture’s dvera We tested the performance of each component individually.
performance. The first of these, the filter manager, listens to requests fro

The following sections describe the implementation and pean IDS or server. On receiving a filter install request, it
formance results of the various components of the architect assigns a random request number to it, looks up the mapping
SectiorIV-A discusses the testbed, including the hardaace between the source address of the filter and the appropriate
software used to derive the results; seclion]V-B illussaihe border manager, and forwards the request to that BM. When
implementation of the control plane elements, giving figureét receives a nonce from the BM, it echoes it along with
for how quickly filters can be installed; sectibnIV-C dissas the filter specification, and waits for the final installation
baseline as well as forwarding and filtering figures for thacknowledgement from the BM (see figurk 4). To test the
border patrol; finally, sectioEETVAD discusses the effects d=M’s performance, the other components that it communicate
performance of combining the control and forwarding planegith must not become a bottleneck. To achieve this, we
at the border patrol. implemented dummy versions of the IDS client and the BM

install
install, req=x

nonce=y, reg=x

nonce reply=y, req=x

IV. I MPLEMENTATION AND RESULTS



which do the bare minimum. With this setup, the FM wathe greatest strain on forwarding resulting in worst-casalts
able to sustain a rate of 75,000 requests/second. To punthigor our components. For reference, the theoretical maximum
perspective, the largest botnet currently reported in tiedian throughput for gigabit Ethernet using minimum-sized p&ske
contained around 1.5 million hosis [5], although not alltsosis 1,488,095 packets per second, or 681 Mb/s.
in such a large botnet may be used in any attack. Even forl) Baseline PerformanceBefore conducting any filtering
such a large botnet and using fine-granularity src/dst IPemsd tests we had to baseline the system’s capabilities to have a
filters, the FM would be able to add filters for all these botsetter understanding of where the bottlenecks might beedhr
in only 20 seconds. of these sets of experiments below demonstrate Click’s per-
The second component to test in the control plane is tf@mance when generating, counting and forwarding packets
border manager. The BM listens to requests from FMs. Uponin the case of packet generation, the topology consisted
receiving a filter request from one of these, it sends backo& a single host sending packets out of multiple interfaces,
nonce which is generated from the FM’s address, the requeath connected to a separate host counting the packetg Usin
number, the filters and a secret. When it receives a nonmo@imum-sized packets, we were able to simultaneously satu
reply, the BM ensures that the FM has the authority to requeate two interfaces, for a combined rate of about 1,362 Mb/s.
filters for the given destination IP addresses (using mapinWith three interfaces we could not quite saturate the links,
distributed by the peer-to-peer mechanism) and that it lknoweeing an aggregate of 1,862 Mb/s, equivalent to 91% of the
about a BP that can filter the given source address. If bdtteoretical maximum. Adding a fourth interface resultetiyon
of these checks succeed, the BM forwards the filter instati a minor increase in throughput (1,905 Mb/s), suggestieg w
request to the relevant BP(s), waits for an ack and forwdrdsanere CPU-limited. Using an SMP kernel and multi-threaded
to the requesting FM. To test the performance of the bordélick with each generating interface assigned to a separate
manager, we constructed dummy versions of the filter manag&#?U core confirmed this: using four interfaces we were able
and the border patrol. With this test framework the real bordto generate at a rate of 2,482 Mb/s, or 91% of the maximum.
manager was able to sustain a rate of 87,000 requests/seconBor the next set of baseline tests we concentrated on packet
Again, this is sufficient to filter even the largest botnetsain counting at the traffic sink. The topology consisted of four
matter of seconds. source hosts, each sending to one of the four interfaces on
The last control plane element is the border patrol. THbe counting host. As with sending, using two interfacesICli
BP simply receives filter installation requests, instaiemh is able to count at the maximum rate. Adding a third and
in the filtering element of the forwarding plane, and sendsurth interface did increase this rate when using one CPU,
and acknowledgement back to the requesting BM. Once agdint switching to an SMP kernel and multi-threaded Click with
we used a simplified dummy version for this BM to ensureach interface handled by a separate CPU core allowed us to
the BP is the bottleneck. For this experiment the BP used eount at a rate of 2,724 Mb/s, the theoretical maximum.
SMP kernel, so that the control plane process and the proces#/hat about forwarding performance? The border patrol
representing the forwarding plane were executed on sepamatts more as a filtering device rather than a router, and so
CPUs. No packets were forwarded for this experiment, singewill generally have a single outgoing interface conndcte
the aim was to test the performance of the control plane p&ot the next-hop router. Taking this into account, and using
of the border patrol. Installing filters into the filteringeetent one, two and three incoming interfaces with a standards-
of the Click router consists of writing to a ‘/proc’ entry. Tocompliant IP router Click configuration we were able to
minimize the impact from this operation we installed filters saturate the outgoing link even for minimum-sized packets
batches of 100. With this in place, the BP was able to servi(@81 Mb/s). With two incoming and two outgoing interfaces,
354,000 requests/second. Clearly this is more than suffici¢he aggregated throughput on the outgoing links was abdut 68
to filter any malicious sources sitting behind the BP in verylb/s, showing a performance bottleneck on the Click router.
little time. As in the previous experiments, we then switched to an
To sum up, the filter manager, border manager and bord&vIP kernel and multi-threaded Click to see if we were
patrol are able to handle requests at rates of 75,000, 87,@U-limited, and if so, how far we could improve this rate.
and 345,000 requests per second respectively. While we #lithen using multi-threaded Click and a router configuration,
not particularly optimize the performance of any of theseare must be taken in the way that threads (essentially CPU
components, these results clearly show that the controleplecores) are assigned to portions of the router. Maximizing
of the architecture would be able to filter even the largetite utilization of the four CPU cores does not necessarily

botnets in a matter of seconds. maximize throughput; to have good cache performance it is
) important to avoid packets switching CPUs as they travel
C. Forwarding Plane through the forwarding path. Since, the border patrol acteem

We implemented the border patrol’s forwarding plane usirlike a filtering box more than a router, all traffic arrivingate
Click and added some custom elements of our own. Befdrgerface can be statically routed to leave via a pairedanoty
testing our elements, we conducted experiments to edtablisterface. With four gigabit interfaces on our test machjne
baseline performance figures for Click. Throughout thid-evahis gave us two forwarding paths, which we assign to separat
uation we focused on minimum-sized packets, since these @IRUs. Testing this configuration and using some of Click’s
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T 1100 pig smehocerpatt o~ | Mization tools or by changing the way that tasks are assigned
g HOp-go ol N N order patrol —&— . H H
$ o B S S S S to CPU cores, it shows that the border patrol is still able
2 e B to process over a gigabit of minimum-sized packets even
g . for a large number of prefixes. Figufé 5 clearly shows that
s00 . - - - o 0 1 throughput scales with additional processors anq integfac
Number of Prefixes We then tested the performance of the HashFilter element.

Fig. 5. IngressFilter element performance in the uni-processé) (U

and multi-processor (SMP) cases, As the name suggests, the element uses a hash to store the

filters, and so its performance is essentially bound to tliat o
the hash. First we decided to see the pathological effect on
optimization tools resulted in a combined rate of 1,362 Mbfgrwarding of having long chains in the hash. To do so, we
for minimum-sized (64-byte) packets, or 86% of the thecesti tweaked the hash function so that all filters were instalfed i
maximum. With 100-byte packets we saturated both outgoifige same chain, and each packet being forwarded forced a
gigabit interfaces. Clearly this shows that adding CPU sorgyll traversal of this chain (see the bottom curve in Figure
increases the forwarding performance. Adding more inteda B(@)). Even for a very long chain of 100 filters, the border
to the router and seeing how these rates continue to incregs@ol was able to forward at a rate of 571 Mb/s for minimum-
is future work. sized packets, or 84% of the maximum. Using an SMP kernel
2) Border Patrol PerformanceBesides forwarding packets,and two incoming and outgoing interfaces gives a rate 946

the BP has essentially two functions: ingress filtering ardb/s, showing that performance scales well with additional
filtering based on requests from filter managers. To this engterfaces and CPU cores.

we built two Click elements)ngressFilter and HashFilter Next we wanted to see the effects that different
respectively, testing their performance individually astfiand source/destination IP pairs in the incoming packets would
then combining them. have on performance. For this experiment we used a hash

The IngressFilter element is quite simple, setting thesdiff in which all chains were of equal length and each of these
codepoint for the true-source bit on packets that match gontained different filters. We modified the hash function so
allowed prefix and dropping the rest. We implemented thRat each incoming packet hit a different chain to force bad
list of prefixes using a vector, and so we wanted to see h@ache locality. Figurd 6(pb) shows the results. Even for an
the element would perform as this list got longer. For thesger-populated hash table containing chains of 10 filtech ea
tests we used a router with a single incoming and singliee border patrol forwarded packets at 586 Mb/s, 86% of the
outgoing interface, where the last entry in the list was th@aximum. This shows good performance even in the face of
prefix allowing the test packets to be forwarded so that eaghpoor hash function or a heavily-loaded hash. In the SMP
packet forced a full list traversal. As shown in Figlile 5, fogase and using four interfaces we obtained 976 Mb/s, showing
a uni-processor border patrol with a fairly large number @fnce again scalability with regards to number of interfaae
prefixes (50), we were able to forward minimum-sized packgtgocessors.
at 87% of the theoretical maximum. The curve of the graph The final set of forwarding tests focused on testing the
remains relatively flat right until the 70 prefixes mark ore@: border patrol's performance when using the IngressFilter a
hypothesize that before this point memory accesses arg beiashFilter elements at the same time. Using a list of 20
serviced from the L2 cache, and so additional prefixes resptefixes, 10-filter long chains on all of the hash’s bucket$ an
in a negligible performance hit; beyond this point, the @inforcing each incoming packet to hit a different bucket yéelc
begins to decline, suggesting having to access main memesye of 585 Mb/s. Even in such an extreme scenario, the border
more frequently. patrol is able to forward minimum-sized packets at 86% of the

A back-of-the-envelope calculation shows that very fetheoretical maximum. In the SMP case, we were able to bump
ISPs will need more prefixes at a single BP than the 1%is rate up to 922 Mb/s.
shown in the graph. If a BP is sized to handle a fully- These results show that even for a large number of prefixes
loaded 1 Gb/s upstream ethernet link, then how many prefixasthe IngressFilter element and a heavily loaded hash in the
would this correspond to at a broadband ISP? With a SHashFilter element, the border patrol is still able to fomva
kb/s upload speed per customer and an over-subscription rahinimum-sized packets at very high rates. Further, we have
of 20:1 (a typical figure for ADSL) we end up with aboutshown that these figures scale with the number of interfaces
39,000 addresses, or about 150 prefixes for small /24 prefixasd cores, giving evidence about the feasibility of buiidin
Normally they will be aggregated more than this, but evesm well-performing border patrol with off-the-shelf hardwa
in this extreme scenario, the IngressFilter element is &ble and demonstrating the ability to utilize tomorrow’s marore
process packets at a rate of 512 Mb/s, or 75% of the theoretiCPUs effectively.
maximum. .

Using two incoming and outgoing interfaces and an SMP- Combining the Two Planes
kernel with multi-threaded Click resulted in a combined For the final test, we wanted to determine how filter installa-
throughput of 1,017 Mb/s for 50 prefixes. Even though thison would impact the border patrol’s forwarding performan
figure could be improved upon using some of Click’s optifo do so, we used an SMP kernel but single-threaded Click.



1200
1100
1000 & UP border patrol —s— _|

sve borger patrol —o— ] N@S NO false positives (traffic is only filtered if the receive

s % s does not want it), the ISP can rely on the automatic filtering
5 800 i R . . .
E TR i 4 mechanism rather than having to handle this manually, as
ﬁ 500 ey is currently the case. The actual deployment would entail
a0 o = = 0 -, Installing a_border manager and a border_ pa_trol, setting the
Chain Length BM to receive the mappings between destination address and

(a) Worst-case scenario, filters are in one chain and padiests to it.  filter managers, and obtaining a certificate from the loc& Rl
to sign its prefix-to-BM mapping.

1200

2 1100 P porder parel —2- | What about transit ISPs? They have the weakest incentive,
g b e order patrol —&— . .
g 1000 T but may be persuaded to deploy by a client ISP (either a
- source or destination ISP) that has deployed Terminus. The
2 oo transit ISP’s reputation might also motivate it to implernire
5 > . . . . Sscheme. Fortunately the changes needed are minimal negjuiri
Chain Length no additional hardware: just configure border routers tetns
(b) All chains are equal length and each packet hashes tdeaatlif one. the true source diffserv codepoint if a packet came from a
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Using batches of 100 filters we were able to install filters VI. RELATED WORK

at a rate of about 354,000 filters/second, while sustaining aThe rise in DoS attack activity in recent years has resulted
forwarding rate of 568 Mb/s, 83% of the maximum. Thisn many proposed solutions from the research community.
shows that the control plane has very little impact on tHane type of approach relies on building an overlay of nodes
forwarding plane because they run on separate cores. Indd¢edprotect victims [[15], [[1B], [[10]. While they have their
conducting the same test on a uni-processor kernel causesnierits, these solutions generally operate above the nktwor
forwarding rates to plummet to 78 Mb/s (the filter insertiotayer, and so other mechanisms are needed to protect this
rate remained the same). These figures clearly show that kager. Other approaches rely on so-cabbeghabilities[2], [27],
border patrol can install filters at a very high rate withol9], whereby a host must ask permission to send from the
impacting high speed forwarding, and that modern multecoreceiver before actually sending any traffic, and include a
CPUs are very well suited to this task. token in subsequent packets. These solutions tend to rely on
the network to police packets so that only those with valid
tokens are allowed through, presenting a difficult deplayime
Under full deployment, Terminus would clearly provide sighurdle. Pushback[14] aims at filtering aggregates by having
nificant protection against DoS attacks for all hosts. Hawvev routers ask upstream neighbours to filter traffic. Howewer, t
this “common good” argument is not enough on its own tbe effective, this needs paths where every single routethizas
motivate early adopters, since entities on the Interne¢gdly scheme deployed, and it can only defend against large attack
act only in their own self-interest. To bring about change, iithese deployed routers are close to the sources of maticio
solution must provide incentives even for those early aglept traffic. Traceback solution§l[4].[23].[26],[21], as theame
or it will never see any important level of deployment. suggests, focus on determining where packets come from. The
ISPs hosting potential victims have the clearest incentivieue-source bit described in this paper solves this prolvkém
since they can charge for the protection they provide. Altemuch less mechanism.
natively, such an ISP could provide this protection for free One of the more recent solutioris [25] provides application-
attracting customers from ISPs that do not provide thisiserv layer protection against DoS, and so it would nicely com-
Deploying our solution at the ISP is simple: set up a box fglement the solution we presented. Another proposal called
act as the filter manager, configure it to receive the sourdBence[20] mitigates DoS attacks at the network layer by
IP prefix to BM mappings from the peer-to-peer networldynamically inserting middlebox devices in front of a wiati
obtain a certificate from the local RIR to sign its prefix-tbtF when an attack takes place. However, these boxes are ddploye
mapping, and install a diffserv rule at the edge routers ab tmear the victim, and so it is unclear how well they would
packets with their true source bit set receive higher gsiori be able to cope with large attacks. PRIMED [24], the
Evidently we would expect ISPs deploying these mechanismgthors present a proactive approach to mitigation based
to also deploy border managers and border patrols, but itas communities of interest (COIs), using them to capture
not required. the collective past behavior of remote network entities and
A source ISP has less incentive, since it is not directlp predict future behavior. Despite its merits, attackei w
affected by attacks. However, deploying Terminus will tesu eventually outsmart the heuristics used in the solution. In
its customers receiving priority in the destination ISRjiding addition, PRIMED’s analysis may be vulnerable to spoofing
delays during normal operation and actually receivingiserv attacks trying to incriminate members of a good COI.
during an attack. Perhaps more importantly, deploymenhimig Like the solution presented in this paper, there have been
reduce technical support costs. Since the filtering meshaniothers put forth that aimed at filtering malicious traffic naa

V. DEPLOYMENT INCENTIVES
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