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Abstract—The operation of wireless network protocol stacks is heavily dependent on the actual deployment of the system and especially on the corresponding network topology, e.g., due to channel contention. The nature of wireless communication does not allow for a-priori determination of network topology; network-defining metrics such as neighbor density and routing span may drastically differ for various deployments. Therefore, it is a difficult problem to foresee and consider the large number of possible topologies that a system may run on during protocol stack development. We propose to use an automated approach for searching topologies for which a protocol stack exhibits particularly poor quantitative performance. We formulate stress testing of protocol stacks on specific topologies as a multi-objective optimization problem and use an evolutionary algorithm for finding a set of small topologies that particularly stress the protocol stack of a wireless network. For searching the topology space, we present novel problem-specific variation operators and show their improvements on search performance in case studies. We showcase our results on stress testing using two protocol stacks for wireless sensor networks.
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I. INTRODUCTION

Wireless networks typically have strict requirements on quantitative properties of the protocol stack: examples include the power consumption of a Medium Access Control (MAC) protocol and the packet yield of a data collection protocol. However, the operation of network and MAC protocols strongly depends on deployment characteristics, especially on the specific topology of the deployment. This is because the topology affects which nodes can directly communicate with each other; moreover, since the wireless medium is shared among neighboring nodes, communication may interfere locally and transmissions may collide, e.g., due to hidden terminals. Determining the effect of specific topologies on the protocol stack is non-trivial and can typically only be determined by experimentation, mainly because simplistic assumption on radio models can lead to misleading or incorrect results [22]. Hence, for a protocol developer it is interesting to see which specific topologies negatively affect the performance measured by some quantitative properties.

To this end, this work proposes an automated stress testing method by evaluating quantitative properties of wireless network protocol stacks considering the diverse set of topologies a system may run on. Our work presents a search-based testing method that allows us to find network topologies that exacerbate the operation of a protocol stack. In particular, our approach focuses on testing Quality-of-Service (QoS) metrics for wireless (sensor) network protocol stacks. We strive to find network topologies that stress a network’s operation and minimize its QoS. To achieve this, we formulate an optimization problem for finding topologies that result in low QoS. Our search-based testing approach requires multiple (at least two) objectives: (i) a measure of the size of the network and (ii) one or more QoS properties. Since the relation of QoS properties to deployment topology is non-trivial and typically unknown, we rely on stochastic black-box optimization techniques.

The main objectives of this paper can be summarized as follows: First, to identify why a protocol stack performs poorly on a given topology, we need to analyze the corresponding executions. The analysis and debugging is obviously easier if the network is smaller since we only need to look at a smaller number of interactions between nodes. Therefore, we minimize topologies searching for the smallest topology exhibiting the same characteristics. Second, QoS properties are vital for evaluating the system running on a given topology. Properties such as packet yield, latency (end-to-end delay) and energy consumption are used to determine QoS for data collection protocols [16], code propagation protocols [26] and MAC protocols [4] amongst others. The second objective is to find the smallest topology for a given (lower) QoS.

The main contributions of this paper are the following:

- We propose a search-based approach for stress testing wireless network protocol stacks and show how to formulate testing w.r.t. different network topologies and the quantitative properties of the protocol stack as an optimization problem.
- We investigate the use of multi-objective evolutionary algorithms (MOEAs) to search the state space and propose novel variation operators for the problem domain.
- We show two case studies using network protocols from the wireless sensor network domain: we test the
packet yield of a multi-hop data collection protocol, the Collection Tree Protocol (CTP) [16], and the QoS of a code propagation protocol, called Trickle [26].

The paper is structured as follows. We start by presenting background and related work in Sec. II. We detail on the modeling of the optimization problem for search-based stress testing in Sec. III, followed by a description of the proposed search-based testing strategy based on evolutionary algorithms in Sec. IV. Sec. V presents the experiments on a MOEA-based approach by comparing it to a “naive” random search-based approach. Sec. VI discusses what we can learn from topology-based testing w.r.t. the efficiency and scalability of a protocol stack, before concluding the paper with a summary in Sec. VII.

II. BACKGROUND AND RELATED WORK

In the following, we focus on wireless sensor networks as one class of wirelessly networked systems. A wireless sensor network is a distributed system composed of resource-constrained embedded devices called sensor nodes. A sensor node typically consists of a radio, a microprocessor, some storage, one or more sensors, and a limited energy source. Although sensor nodes are quite limited by themselves they can collaboratively monitor a spatial phenomenon, such as permafrost in the Alps [5], with a high spatial and temporal resolution. Deployments of sensor networks have strict requirements on quantitative performance and are often deployed in harsh environments. Most wireless sensor network protocols, e.g., MAC protocols such as XMAC [9] and EM-MAC [34], are evaluated based on quantitative, non-functional properties such as energy-efficiency. QoS is thus vital for testing as well as for the design process, e.g., in design space exploration [20]. We investigate the effect of network topology on the QoS of two well-known protocols for wireless sensor networks. The first protocol is a multi-hop data collection protocol, the Collection Tree Protocol (CTP) [16]. Data collection is one of the mainstream application scenarios in wireless sensor networks. Data sensed at individual sensor nodes is routed to the gateway node that provides access to the data to the external world, e.g., by connecting to the Internet. For data collection, QoS is mainly determined by the packet yield, i.e., how much data from the sensors is received at a common gateway node. The second protocol used as a case study is Trickle [26], a code propagation algorithm based on “polite gossiping”. The Trickle protocol is used to disseminate software update information when the embedded software running on every sensor node needs to change. A gateway node indicates a new version of the software; in turn, all sensor nodes need to be notified of the software update, i.e., the update needs to be disseminated from the gateway node to the whole network.

Verification of sensor networks operation is sought-after; however, exhaustive methods are severely hampered for wireless sensor networks by state space explosion. Firstly, executions of a distributed system (on a fixed topology) feature a large number of next-state transitions. Secondly, the set of possible topologies results in a large number of initial states. Both the state space and the number of initial states are exponential in the number of sensor nodes. Therefore, up to now, testing and verification of sensor networks has mostly focussed on efficient verification of functional properties, e.g., using domain-specific model checking [30], symbolic executions [33] and randomized depth-first search state space exploration [27]. Exceptions are the work of Ballarini et al. [4] on QoS of Medium Access Control and our previous work on testing the power consumption of sensor nodes [36]. However, all of these works rely on a fixed topology. In this work, we take a fundamentally different approach by investigating the impact of topologies. This allows us to:

1) find the smallest topology for each QoS performance level and
2) explore the efficiency and scalability of protocol stacks w.r.t. their QoS.

Note that the first goal (of test input minimization) is similar to work on test case minimization such as delta debugging by Zeller et al. [39] and unit test case minimization [24], despite the fact that we do not have qualitative, but quantitative properties. Hence, we formulate stress testing as a search-based test problem [18], [29]. Similar to the work by Li et al. [28] we prioritize test cases in that we focus on topologies that exacerbate the operation of the protocol stack. We present an evolutionary algorithm-based approach for test input generation. This is not a new idea – Xanthakis et al. [37] were the first to propose evolutionary testing in the 1990s. Multi-objective problem formulations have been studied previously, e.g., for branch coverage by Harman et al. [17], mutation coverage [23] and test case generation from extended finite state machines [38]. Ferrer et al. [13] compare different approaches for the multi-objective test data generation, thereby providing a good overview of state-of-the-art (multi-objective) evolutionary algorithms. In contrast the contribution of this paper is to use a multi-objective problem formulation for wireless networks to minimize QoS and topology size; for this problem domain, we present and evaluate new crossover operators.

Clark [11] previously proposed search-based testing using simulated annealing and genetic algorithms for protocol security. We focus on quantitative, nonfunctional properties of protocols and how these are (negatively) affected by network topology. Afzal et al. [1] present an overview of search-based testing of non-functional properties. Out of the works surveyed in [1], two use search-based testing of QoS of web services using genetic algorithms: Canfar et al. [10] test QoS-aware service composition, while Di Penta et al. [12]
Topological testing relies on formulating a search problem. We start by describing the model of a network topology and proceed with detailing on the optimization problem.

### A. Topology model

We model a deployed network as a graph $G=(V,E)$ where the vertices represent wireless sensor nodes and edges represent communication links. Since the space of all possible graphs is very large and most graphs do not have a physical realization, i.e., there is no network deployment that results in such topologies, we use random geometric graphs to approximate the set of feasible topologies. In a nutshell, a random geometric graph is a realization of a random undirected graph drawn on a bounded region; we use $[0,1) \times [0,1)$ as this facilitates the comparison of different approaches as described in Sec. V.

Using the topology model we evaluate a given protocol stack and determine its different QoS metrics. Our formulation is generic and allows us to use different methods of evaluation given the topology model, e.g., simulations and an analytical model. In this work we focus on simulations as detailed in the case studies.

### B. Stress testing using topologies

We are interested in stress testing and therefore in the worst-case performance of a protocol stack given different network topologies. Hence, we are looking for network topologies that result in worst performance w.r.t. QoS. Intuitively, for a given topology size $s$ we have to find the topology with minimal QoS within the set of all possible topologies. Obviously, the set of all possible topologies is exponential in $s$. In the following, we detail on the corresponding (multi-objective) minimization problem that we use to search for worst-case topologies.

In particular, we want to quantify the protocol stack efficiency $\rho$ w.r.t. a set of performance metrics $F$, $|F| = m$ and a measure of the size of the network topology. Formally, we want to minimize $\bar{y} = \bar{f}(G) = [f_1(G), \ldots, f_m(G)]^T$, where $G$ denotes the topology (graph) as described above and $f_i : (V,E) \rightarrow \mathbb{R}$ denotes a function for QoS metric $i$ achievable by the protocol stack given a topology $G$. Let us denote the size of a network as function $f_0(G)$. Without loss of generality, let us assume that we normalize the size of a network such that $f_0 \in [0,1]$. Similarly we normalize each QoS property $f_i \in F$ such that $f_i \in [0,1]$. We use Pareto-optimality as classically defined w.r.t. dominance [40]. For our minimization problem, a point $G_1$ dominates $G_2$ iff:

$$\forall i \in \{0, \ldots, n\} : f_i(G_1) \leq f_i(G_2) \land f_j(G_1) < f_j(G_2)$$

Basically, a non-dominated point is Pareto-optimal. We refer to the set of Pareto-optimal points as the Pareto front. The Pareto front of QoS performance points allows us to define a metric of efficiency of a protocol stack.

As shown in Fig. 1, we can formulate the dual problem to protocol stack efficiency using the hypervolume indicator $I_H$ [14]. In particular we calculate the hypervolume w.r.t. to a reference point [40]. In this work we choose the point of
optimal efficiency $\bar{I}$, where $|\bar{I}| = m + 1$. Intuitively as shown in Fig. 1, the hypervolume is determined by calculating the volume between the front of Pareto-optimal points and the reference point. It follows that $\rho = 1 - I_H$. We use the hypervolume also to evaluate the performance of the variation operators; note that we use the terms hypervolume, hypervolume indicator and $I_H$ synonymously.

We want to minimize the efficiency of the protocol stack, i.e., we are interested in the worst-case operation by searching for topologies that particularly stress the protocol’s operation. Hence, we are looking for maximizing the hypervolume in the evaluations. In addition to protocol stack efficiency as described by $\rho$, we can also investigate protocol stack scalability: We may inquire whether QoS of a protocol stack drops with increasing the number of nodes as shown in Fig. 1. We investigate scalability on a parametrized protocol stack in Sec. VI.

IV. A MOEA-BASED APPROACH

We evaluate the use of multi-objective evolutionary algorithms (MOEAs) for searching the topology space. We detail on the MOEA-based approach in the following and compare it to a “naive” random search-based strategy. We present a general view of MOEAs [7] in Fig. 2 to outline the nomenclature used in the following.

A. MOEA for topology testing

We use an off-the-shelf MOEA, the Simple Indicator Based Evolutionary Algorithm (SIBEA) [8] as it is provided in the PISA framework [6]. We adapt initialization, and the variation operators, i.e., crossover and mutation, to the new search space, where one crossover and the mutation operators are similar to our previous work in [35].

1) Representation: An individual represents an entire wireless sensor network as a set of nodes and their communication capabilities. More precisely, an individual stores a set of nodes; for each node it records an identifier, the cartesian coordinates and a communication threshold. Based on the communication threshold, the simulation model determines the communication links between nodes whether based on signal strength [35] or using a unit-disk graph model as described in Sec. III-A. A simple example in Fig. 3 shows that the topology model is general and may result in asymmetric links. Since the number of nodes is one of the optimization criteria, we explicitly allow variable-length representations, i.e., sensor networks with a varying number of nodes. Please note that we use the physical placement merely to generate valid topologies – in essence, we are only interested in the graph structure of a topology.

2) Constraints: Some generated networks do not represent practical deployments. We use constraints to remove topologies that should not be considered. In the case studies, we use two constraints on the generated networks: (i) Topologies must be connected, i.e., there should be no partitions. (ii) We additionally use an upper threshold on node density set to 40. Note that more problem-specific constraints may be easily added.

3) Initialization: In the initialization step we generate topologies from the family of random geometric graphs. Hence, we have two parameters for a graph: (i) the number of nodes $n$ and (ii) the communication threshold $t$, i.e., $t$ is initially the same for all nodes. We select $t$ from a uniform distribution between $[0, 1]$, yet reject any resulting topology that does not satisfy the constraints described above. We use a common communication threshold to initialize all links of the network, yet after variation these can be heterogeneous for a network given that our variation operators allow us to add new nodes with a different $t$ and the crossover combining two topologies containing nodes with (potentially) different $t$’s. In order to allow for a better comparison, the generation of random geometric graphs is the same as in [35]. In order to allow for a better comparison, the generation of random geometric graphs is the same as the initialization for the MOEA approach, i.e., we randomly generate random geometric graphs as detailed above.

4) Crossover: In the following, we investigate several crossover operators. We start with the cut operator [35].

Cut: The crossover operator cuts the physical region of two parents and recombines them. Different to its use in [35] we do not need to consider the convex hull of a space of...
interest, but perform the crossover directly on the unit square a random geometric graph is placed into as shown in Fig. 4.

We ran micro-benchmarks to see the performance of the cut-crossover in isolation. While the cut operator previously worked well when all topologies try to find a (more or less) even distribution, here we often see that it fails to produce good offsprings. As we can see from the results of the EA, i.e., the resulting hypervolume shown in Figure 6(a) on the left, the cut operator performs quite poorly for our search problem. Katagiri et al. [21] also observed in their work that small changes on graphs may be better for the fitness of the crossover. Thus, we additionally investigate two variants of extracting a connected subgraph of the parents and replacing it with a corresponding connected subgraph in the other parent.

**Fixed neighborhood swap (swap):** The swap operator selects a node from one parent topology and determines the corresponding closest node in the other parent topology. In the example depicted in Fig. 5, the selected nodes are annotated in light gray. These nodes, as well as all neighboring nodes of these selections (dark gray in the figure), constitute the swap set. In turn these node sets are swapped between the respective topologies. The selected (light gray) nodes are swapped so that their position is adjusted to match the position of the corresponding node in the other parent. All other nodes in the swap set (dark gray) are moved with the same displacement as the selected nodes. As an example, consider nodes 1, 2 and 3 in the figure and their respective positions $x_i, y_i, i \in \{1, 2, 3\}$. The new position of node 3 $x_3'$ when placed into parent 2 is calculated as:

$$x_3' = \begin{cases} 
  x_3 - x_1 + x_2 & \text{if } 0 \leq x_3 - x_1 + x_2 \leq 1 \\
  0 & \text{if } x_3 - x_1 + x_2 < 0 \\
  1 & \text{if } x_3 - x_1 + x_2 > 1 
\end{cases}$$

$y_3'$ follows correspondingly.

**Flexible neighborhood swap (flexible):** Flexible is a variation of the swap crossover. It maintains the node selection functionality and merely changes the swapping behavior described above. Instead of moving the selected nodes with a fixed displacement, it tries to maintain the topology in the neighborhood by formulating the neighborhood relation of the selected (light gray) nodes as constraints. As an example, it tries to place node 1 in the parent 2 topology in a way that it maintains exactly 3 neighbors (and not more); to accomplish this, the transmission radii of the nodes might need to be adapted as well. The flexible crossover uses a constraint solver in order to find a physical (coordinate) embedding for the swapped nodes respecting the neighborhood constraints.

5) **Mutation:** We evaluate two different mutation operators on topologies described in our previous work [35] with one difference: The operators mutate multiple nodes $c$ in a topology at once. This is due to the fact that mutation on a single node does not result in high hypervolume. We performed several experiments to determine how many nodes should be mutated. In this work, we always mutate at least one node plus a (rounded) random number sampled from an exponential distribution. As a result, the number of nodes to change $c$ is determined as $c = 1 + \text{round}(x)$, with the random sample $x$ drawn from $f_{\exp}(x, \lambda)$ with $\lambda = \frac{1}{2}$.

**Topology change:** The topology change mutation operator adds or removes $c$ random nodes from the topology. The probability of adding and removing is $\frac{1}{2}$.

**Position change:** The position change adds gaussian variation to the position (both $x$ and $y$ position) of $c$ nodes with $\mathcal{N}(0, \sigma)$. The standard deviation is set to $\sigma = \frac{r_i}{2}$, where $r_i$ is the transmission radius of the selected node $i$.

V. CASE STUDIES

In the following we present two case studies focussing on the network protocols CTP and Trickle. We detail on the performance of the evolutionary algorithm and the proposed crossover operators by comparing it to a random search strategy.

A. Experimental setup

For the evolutionary algorithm, we use 40 individuals per generation as in our previous work [35]. The maximum number of generations is set to 100. This is obviously a trade-off since evaluation of individuals is expensive and the hypervolume improvements by running additional generations diminish as we will show in the results in Fig. 8(b). We compare the results of the evolutionary algorithm-based approach to a random search generating 4000 (random) topologies. We compare the search strategies based on the
hypervolume from 10 individual runs with different initial seeds.

The whole testing framework is implemented in Python and relies on NetworkX (http://networkx.lanl.gov/) for all graph operations on topologies. The embedding operation used for the flexible crossover operator is formulated as a constraint satisfaction problem and solved using ECLiPSe [2]. For each topology representation we generate the topology’s adjacency matrix and model (existing) links as perfect. Additionally, the simulation model always generates symmetric links. We use TOSSIM [25] for simulation, a discrete-event simulator that is part of the TinyOS operating system distribution [19]. TOSSIM allows us to simulate actual sensor node applications based on a simple radio propagation model. We build a test application for each specific protocol stack. On the network layer we use the standard implementation of the protocols in TinyOS. Note that the MAC layer is fixed in the experiments, since TOSSIM only provides a fixed CSMA-based MAC. While our focus is on the network layer we must consider that the selection of a CSMA MAC protocol obviously influences the behavior of the complete protocol stack. Note that we need to consider that our approach necessitates a large number of evaluations, i.e., simulations. This means that simulations must be short, since we need to perform multiple runs (we repeat each simulation of a topology four times) for testing the behavior under different conditions. We evaluate runs based on the hypervolume as described in Sec. III-B.¹

B. Protocol stacks

In the following we describe the two protocol stacks under test. We explain the application that we use in order to test the stack as well as the specific optimization problem formulations.

1) CTP: CTP [16] is a tree-based, multi-hop data collection protocol for wireless sensor networks. Data is collected from a set of nodes to one (or more) gateway nodes. Nodes generate routes to the gateway node using a routing gradient based on hop distance and link quality. In this paper we test how many packets that each sensor node sends actually arrive at the gateway node. To that end, we use a data collection application, where each node sends 50 packets. Packets are spaced 5s apart; intermediately the node samples its sensors. The gateway node keeps track on how many packets it received from individual nodes. As a reference point, for the implementation we actually choose (1.01, 1.01) resulting in a maximal hypervolume indicator value of $\approx 1.0291$.

We first perform micro-benchmarks and determine the performance of individual crossover and mutation operators individually. Note that we evaluate the results of the operators based on the resulting hypervolume of the search and always compare to the “naïve” random search strategy.

²As a reference point, for the implementation we actually choose (1.01, 1.01) resulting in a maximal hypervolume indicator value of $\approx 1.0291$. 
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f₀ = \frac{n}{100}

We normalize the number of nodes, such that $f_0 \in [0, 1]$. Note that we could easily look at additional metrics such as the number of communication links, average in- or out-degree of nodes, etc.

As a second minimization criterion we use the packet yield averaged over all nodes $j \in \{1, \ldots, n\}$ and averaged over the number of experiments $i \in \{1, \ldots, 4\}$:

$$f_1 = \frac{1}{4} \sum_{i=1}^{4} \left( \frac{1}{n-1} \sum_{j=1}^{n} r_i^j \right)$$

where $r_i^j$ is the number of packets that the gateway node (node 0) received from node $j$. The superscript $i$ indicates a simulation run.

2) Trickle: The second protocol stack under test is based on Trickle [26], a probabilistic (code) dissemination protocol. One node, i.e., the gateway node, is informed of an update of the embedded software and advertises it to the network. Nodes that hear an update propagate it further. We are interested in the control flow of updates, i.e., whether all nodes are informed that an update is waiting to be applied and how fast the nodes are notified of the update. An important mechanism of Trickle is that a node forwards a code update to other nodes if it has received an update itself, yet the number of updates it received is not larger than a preset redundancy constant $r$ (we set $r$ to 3). This is used to control excessive messaging leading to high contention in the network. However, in certain topology configurations this constant may preclude certain nodes from receiving updates - for a more detailed discussion of this problem we refer the interested reader to Mottola et al. [30].

For testing Trickle, we used its standard implementation in TinyOS used in a dissemination application. After an initialization period of 50s, the application generates in total 10 updates on the gateway node. Updates are spaced 10s apart. We again use the normalized number of nodes as the first optimization criterion, i.e., $f_0 = \frac{n}{100}$. As the second optimization criterion we use the following dissemination criterion mapped to an interval $[0, 1]$:

$$f_1 = e^{-d_{avg} \ast d_{avg}}, \text{ where } d_{avg} = \frac{1}{4} \ast \sum_{i=1}^{4} \left( \frac{\sum_{j=1}^{n} d_i^j}{n-1} \right)$$

and $d_i^j$ is the dissemination delay of a code update to node $j$ for packet $i$. This criterion evaluates dissemination latency but also scores lost updates. As described above some nodes might not receive certain updates at all. While we could add a third optimization criterion for minimizing lost updates, we include these directly into the dissemination criterion by setting a maximal dissemination delay of $d_{max} = 500$ (sec) for “lost” updates.

C. Micro-benchmarks on CTP

We first perform micro-benchmarks and determine the performance of individual crossover and mutation operators individually. Note that we evaluate the results of the operators based on the resulting hypervolume of the search and always compare to the “naïve” random search strategy.
Crossover operators: Figure 6(a) summarizes the performance of the different crossover operators. As mentioned before the cut operator does not perform well for our optimization problem with a median hypervolume of 0.257. The swap operator is only slightly better than the cut operators but exhibits a high variance. The flexible crossover performs considerably better than all other approaches achieving a median hypervolume of 0.311. Therefore, we selected the flexible crossover operators for the following experiments.

Mutation operators: Figure 6(b) shows that both mutation operators perform similar to a random search. Hence, we maintain both mutation operator to see their performance in combination with the flexible crossover operator.

Random search: All in all, the random generation of topologies works fairly well. Note that this is also beneficial for the MOEA formulation as the random generation uses the same approach as the initialization of the MOEA to allow for a fairer comparison.

D. MOEA evaluation

The final set of experiments investigates the performance of combining the mutation operators with the flexible crossover operator, where mutation and crossover have both an equal probability of 50%. Fig. 7 shows that the evolutionary algorithms perform considerably better than the random approach. Indeed the median hypervolume for the random front is 0.284, while the hypervolume of the flexible crossover combined with position mutation achieves a mean hypervolume of 0.339. Note that the crossover combined with topology mutation perform slightly worse, yet shows less variance in the experiments. All in all, we can see that adding mutation (moderately) improves the results.

While the MOEA-based approach is clearly better than random search, the question remains on how good it really is. This is dependent on the maximum possible hypervolume, which is determined by the actual protocol stack efficiency $\rho$ of the data collection protocol stack and in particular CTP. We aggregate all Pareto-optimal results from all different runs that we performed (all MOEA runs as well as the random runs) to approximate this maximum. We show the resulting front (squares) in Fig. 8(a) that gives a hint at the “real” efficiency $\rho$ of the data collection application in our configuration. This combined front actually achieves a hypervolume of 0.404, indicating that we can further improve our search strategy in the future. As a comparison the figures also shows the results of all runs of the flexible crossover combined with position mutation as circles.

Fig. 8(b) shows the evolution of the hypervolume indicator over generations for all runs of the flexible crossover combined with position mutation. We see that the hypervolume slowly converges. We stop at 100 generations. Obviously this is a trade-off: Since results improve only marginally, we trade-off further gains with the computational overhead of further simulations.

E. Validation using Trickle

Up to now, we have validated our approach only using CTP. Thus, the question is whether the results hold for very different kinds of protocol stacks and properties. While we cannot answer this question in general we performed some experiments using the Trickle protocol. Note that we expect to find small topologies with poor protocol stack performance as the small redundancy constant precludes the protocol to spread the updates reliably as described above. This means that the dissemination optimization criterion is mainly influenced by lost updates.

Fig. 9 shows that the MOEA-based approach finds such small bad topologies in each individual search – the median hypervolume found is 0.948, the minimum is 0.933. In contrast, the random search has a median value of merely 0.859 and a maximum of 0.921. As a result, we can see
that for the Trickle testcase the MOEA-based approach is considerably better and more robust than the random search.

F. Threats to validity

Our search-based formulation for stress testing protocols is very generic and can be applied to any protocol stack that provides quantitative properties for evaluation. The results on the performance of the specific mutation and crossover operators may however be dependent on the specifics of the protocol stack under test. We addressed this concern by considering two different protocol stacks, relying on different communication mechanisms (unicast versus broadcast messaging) and considering different quantitative properties. Nevertheless, these are just two samples from the vast design space of network protocols, so further experiments are needed to investigate the performance of the variation operators on other protocol stacks. Moreover, since stochastic search algorithms are affected by chance, we repeated each experiment 10 times with different random seeds in order to fairly compare the different approaches. For tuning the evolutionary algorithm, we relied on our experience and previous experiments on optimizing node deployments [35] and performed micro-benchmarks to explore the performance of the different variation parameters. However a full parameter tuning, e.g., as described in [3], is out of scope of this work. As an example, we only investigated using only mutation, only crossover and combination with equal 50% probabilities. Obviously further combinations may be explored for potentially better results.

VI. PROTOCOL STACK SCALABILITY

As a final step of our approach we want to show an intuitive application of protocol stack scalability (cf. Sec.III-B). We first discuss results on the data collection application followed by a detailed investigation for the Trickle protocol stack. All experiments are performed using the MOEA-based approach with the flexible operator combined with position mutation as described above.

A. CTP

For CTP we clearly see in Fig. 8(a) that the packet yield decreases with size. Figures 10(a) and 10(b) illustrate the difference; Figures 10(a) is a topology with a good yield, while the yield for the topology in Fig. 10(b) is quite poor. The major problem is that the neighbor density considerably increases in the larger topology. Most nodes in the larger topology are located closely together (in the upper right corner of Fig. 10(b)) resulting in high congestion and thus low packet yield. Note that we already mitigated contention to some extent by putting a constraint on neighbor density. There are several further possibilities to remedy this situation: (i) Either we must specify that the data collection application is targeted for low-density topologies and thus further decrease the network density constraint or (ii) improve the scalability of the protocol stack by mitigating congestion – a prime candidate would be the MAC layer. Note that in our experiments the MAC protocol is fixed to CSMA by using the TOSSIM simulator.

B. Trickle

We investigate the effect of different parameterizations of the Trickle protocol by comparing their respective performance. In particular we investigate the influence of the re-
We demonstrated how to formulate an optimization problem that considers the size of the topology as well as quantitative properties of the protocol stack. We proposed a search-based approach using multi-objective evolutionary algorithms to find small topologies that exhibit poor QoS. For our specific problem domain of network topologies, we proposed new crossover operators and benchmarked their performance. We evaluated our approach using two different and prominent wireless sensor network protocol stacks. Our testing approach allows us to compare protocol stacks w.r.t. their efficiency and scalability; we showed this for different parameterizations of the Trickle protocol. Additionally, we showed with two case studies that minimizing topologies with poor Quality-of-Service facilitates the understanding of protocol performance under diverse operating conditions.
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