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ABSTRACT

Automated program repair techniques aim to generate plausible patches for software bugs, mainly relying on testing to check their validity. It is possible that such a plausible patch may not be correct, as there may still exist test inputs under which the bug prevails. The generation of a large number of plausible yet incorrect patches is widely believed to hinder wider application of APR in practice, which has motivated research in automated patch assessment techniques. Herein, we reflect on the validity of this motivation and carry out an empirical study to analyse the extent to which 10 program repair tools suffer from the overfitting problem in practice. We observe that the number of plausible patches generated by any of the program repair tools analysed for a given bug from the Defects4J dataset is remarkably low — a median of 2, indicating that a developer only needs to consider 2 patches in most cases to be confident to find a fix or confirming its nonexistence. This study unveils that the overfitting problem might not be as bad as previously thought. We also reflect on current evaluation strategies of patch assessment techniques and propose a Random Selection baseline to assess whether and when using automated patch overfitting assessment is beneficial for reducing human effort in patch assessment. We thus advocate future work proposing/using automated patch overfitting assessment should evaluate the benefit arising from its usage against the random baseline.
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1 INTRODUCTION

Patch overfitting is a well-known problem in automated program repair (APR), and arguably, prevents wider adoption of APR tooling [12, 13]. An important aspect of patch quality is whether an APR-generated patch actually fixes the given bug. APR relies on measures of correctness. Finding such a measure is an open challenge, and applies both to patches produced by humans and by machines. In APR, a patch is deemed overfitted if it satisfies a given APR-tool functionality criterion (usually by passing an existing test suite), yet is actually incorrect (e.g., bug prevails under untested inputs). The patch overfitting problem results in automatically generated patches that cannot be trusted by practitioners, which in turn impacts the applicability of APR [11].

In order to minimise the impact of overfitting, many approaches have been developed that either impose some constraints on the patch during the generation process, e.g., via a domain-specific language [7], or after the APR process has finished, e.g., by analysing patch behaviour on a new set of test cases [18], or based on similarity to existing code [3]. To increase the uptake of APR, these approaches aim to maximise the probability of showing correct patches to the developer, who can then decide whether to apply the patch. It is a common belief that such approaches are needed, since APR tools usually produce large amounts of plausible patches [1, 16, 18], which may have implications on the effort needed to find the correct patch. However, there is no study that verifies this assumption by actually quantifying how much overfitting exists per tool per bug. The typical empirical assessment of most APR tools often involves evaluating the accuracy of the generated patches, thereby examining the potential for overfitting. This assessment typically takes place on the Defects4J bugs. These studies run the APR tools until the first plausible patch is found, which may or may not be correct. Considering only a single plausible patch does not provide insights into the extent of overfitting, that is the likelihood of these tools to produce incorrect plausible patches.

Instead, prior research on overfitting assessment of APR techniques has provided evidence of effectiveness by evaluating approaches on metrics such as accuracy, precision, and recall [14, 17, 19], or the numbers of bugs fixed vs. not-fixed, and/or total numbers of plausible yet incorrect patches generated per project [14, 19]. Although these results demonstrate the effectiveness of patch overfitting assessment approaches, we lack an understanding of how severe the problem of overfitting is for many existing APR techniques in practice. In particular, most post-processing approaches were evaluated on a set of previously labelled patches, without actually running the tools first. Such datasets often consolidate patches obtained in different experimental environments. Many tools stop at the first plausible patch by default, but take different amounts of time to generate one. Thus, it is not clear how many patches would be generated and whether the efficacy of the tooling at finding bugs would increase, if all tools were allowed to run for the same amount of time. As a result, we do not know how effective the post-processing techniques that tackle overfitting are at reducing the human effort in identifying the correct patch in such a scenario.

Moreover, to know if a patch overfitting assessment technique is beneficial or not, we must establish a baseline that determines the probability of selecting a correct patch from the generated patches. If the probability of selecting a correct patch is 1 (which some techniques can achieve for particular bugs), then patch overfitting assessment would not be required. We propose all patch assessment techniques must at least beat a Random Selection (RS) strategy, i.e., the RS baseline, — a comparison not yet done.

In this work we first pick a sample of existing results reported for automated patch assessment techniques, and calculate how a random selection strategy would fair against these. We show that for many bugs random sampling is just as effective, i.e., at least the same number of patches would have to be manually assessed to find a fix. Next, we run 10 APR tools on a set of 395 bugs from the Defects4J v1.5 [5] dataset, allowing them to run beyond the first
patch found, up to a 3 hour time limit, as often used in evaluation of APR tooling [9]. We analyse the patches found and calculate the rate. Our study shows, for each tool, how many patches need to be sampled at random to have high confidence that a correct patch exists among generated plausible ones. This establishes a baseline for techniques that tackle overfitting that use the APR tools analysed— they must at least beat this Random Selection (RS) baseline.

Our initial study confirms that the magnitude of overfitting, is not as big as previously thought, even considering older tools. Moreover, we strongly recommend that all future patch assessment techniques, should be always compared against the RS baseline. In future work we intend to extend our study to more recent benchmarks, tools and patch assessment techniques.

2 OVERFITTING ASSESSMENT BASELINE

We first present a baseline to benchmark existing and future overfitting assessment approaches (i.e., approaches that aim to identify correct patches from a set of plausible ones). Our intuition is that for an overfitting assessment approach to be deemed as effective, it should at least outperform a random selection strategy. To determine this baseline, we calculate the following measure:

Given a fixed set of patches, what is the probability of selecting a desirable patch using a random selection strategy?

In this work, we focus on selecting a correct patch, but the argument follows for any other desirable criterion.

Assuming a purely random selection process, given N patches with K desirable patches, the probability of selecting at least 1 desirable patch in n consecutive draws is calculated based on the Hypergeometric distribution as follows:

\[
Pr(X \geq 1) = 1 - Pr(X = 0) = 1 - \frac{\binom{K}{0}\binom{N-K}{n-0}}{\binom{N}{n}} = 1 - \frac{(N-K)}{\binom{N}{n}} (1)
\]

Note that when we select only one patch at random, the formula simplifies to \(1 - \frac{(K/N)}{\binom{N}{n}}\), i.e., we have a chance of selecting a desirable patch. If none exist, i.e., \(K = 0\), the probability is 0.

In the APR context, an approach that targets overfitting should select a correct patch from a set of candidate patches more often than the aforementioned baseline. In our empirical study, we focus on the situation where the APR process has finished, producing a fixed set of plausible, i.e., test-passing, patches.

We aim to answer the following question:

How many patches per bug does a developer need to sample at random to establish whether a correct patch exists among plausible ones?

This will form a baseline for evaluation of any patch assessment approach that aims to overcome the overfitting problem.

3 MOTIVATION

To the best of our knowledge, no previous work on patch assessment overfitting compared against a baseline based on random sampling, which we call here RS baseline for short. To illustrate the problem let us consider results reported for some existing patch overfitting assessment techniques, and compare them with the RS baseline.

Several patch assessment techniques produce a ranking of patches, with the intention of the correct one being ranked at the top. Their effectiveness is thus measured in terms of the correct one is ranked. In order to calculate how the RS baseline would perform in this scenario, we calculate how many patches one would need to randomly sample so that the probability of selecting a correct one is at least 80%. We chose results reported for ObjSim [2] and PraPR [4] for such an illustration. ObjSim is a standalone patch prioritisation technique, while PraPR is an APR tool that prioritises patches internally. The author of ObjSim compared against PraPR’s strategy and released an artefact, containing detailed patch information per bug, which allows us to make a comparison with the RS baseline. (Subset shown in Table 1. Full results available in appendix). We present these results, with an extra column for the RS baseline in Table 1. Although in most cases PraPR beats the RS baseline, ObjSim does not perform as well. The comparison with the RS baseline suggests that in two cases (Mockito-5 and Math-50) a developer is better-off selecting patches at random rather than using PraPR. Whereas, for all cases but one (where there are at least 10 plausible patches) selecting patches at random should be preferred to ObjSim.

Patches used in most patch overfitting assessment studies gathered labelled patches from previous work, and thus, they share the threat of coming from different experimental setups. Of course a technique that picks the one correct patch from a set of, say, 10,000, will be considered best, but the question is how would it fair in practice. Suppose an APR tool generates only 2 patches per bug. Perhaps it would be advantageous to use a more efficient, but maybe less effective automated patch assessment technique, if it can correctly decide if they are overfitted with high probability? Perhaps random selection or even manual effort is less time-costly? We do not aim to answer these questions here, but instead, provide a set of patches generated using a scenario where each tool can generate patches up to the same time limit, and not just stop at first patch found. We show the rate of overfitting per tool and bug, with calculations of the effectiveness of a random patch selection strategy. Our work provides a baseline for future studies using this dataset.

Table 1: ObjSim and PraPR patch ranking compared with the RS baseline on bugs for which 10+ patches were generated. 'T' means a timeout after 5 minutes. All data reported in this table is from previous work [2], but the last column contains the likely rank of a correct patch (with 80% probability) if random selection is used.

<table>
<thead>
<tr>
<th>Bug</th>
<th>Plausible patches</th>
<th>Genuine fixes</th>
<th>PraPR Rank</th>
<th>ObjSim Rank</th>
<th>Random Rank</th>
<th>Random prob. 80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chart-26</td>
<td>100</td>
<td>1</td>
<td>17</td>
<td>17</td>
<td>T</td>
<td>81</td>
</tr>
<tr>
<td>Closure-11</td>
<td>15</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>T</td>
<td>6</td>
</tr>
<tr>
<td>closure-126</td>
<td>12</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Jsoup-42</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>T</td>
<td>11</td>
</tr>
<tr>
<td>Math-50</td>
<td>30</td>
<td>1</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>Mockito-5</td>
<td>31</td>
<td>1</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>25</td>
</tr>
<tr>
<td>Time-11</td>
<td>32</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>26</td>
</tr>
</tbody>
</table>

1https://anonymous.4open.science/r/overfitting-baseline-artefact-1B1A/saved_results/paper_results/table4Full.md
4 METHODOLOGY

We considered 10 APR tools (Table 2) widely studied (e.g., [10]) and evaluated by state-of-the-art patch assessment approaches such as Cache [8] and ODS [19]. We modified them, if needed, to run beyond the first patch found. We use the widely studied Defects4J v1.5 [5] dataset, due to the availability of labelled patches. We ran each tool with the same time limit and report on patches obtained within the first 3 hours, as standard in previous studies [9]. We examined all plausible patches found in order to determine their correctness based on four different subsequent assessments: syntax comparison with developer-written patches, with patches from previous work [6, 8, 15], automated dynamic analysis with extra tests [20], and manual analysis by two independent reviewers of leftover unlabelled patches. Due to time constraints, we performed the last two analysis stages (dynamic and manual) for the patches for bugs for which a correct patch was found during syntactic checks. We ran each repair attempt on an Intel Xeon E5-2630 v3 (Haswell, 2.40GHz, 2 CPUs, 8 cores/CPU) and 128 GB RAM.

5 RESULTS

The 10 APR tools generated 4,643 patches, 2,304 of which unique. 155 bugs were plausibly patched. Through syntactic analysis we identified 43 bugs for which a correct patch was found.

5.1 Magnitude of Overfitting

Interestingly, for all 10 tools, the median number of unique patches generated for the 155 bugs (for which plausible patches have been generated by at least one tool) is 2, while the average is 6.71. This is already a striking result. If there are only 2 patches to verify, this puts into question the need for sometimes quite time-consuming automated patch overfitting approaches, especially if they can produce false-negative results, i.e., mark a correct patch as an overfitting one. For the 10 APR tools and 43 identified correctly fixed bugs the median number of patches generated per tool per bug is 2, while the average is 4.11, with a max of 45. Indeed, on this dataset for a single tool for a single bug either no plausible patches are generated or, most frequently, just 2 plausible patches are produced. This means that unless a post-APR overfitting approach is very quick and easy to use, it might be more cost-effective for a developer to manually analyse the two patches.

5.2 Overfitting Per Tool

Table 2 presents the number of patches a developer using a particular APR tool would have to randomly sample to have 80%, 90%, or 100% chance of selecting a correct patch for a given bug, by using the RS baseline outlined in Section 2. A median value of 1 or 0 means that for most bugs the patches generated by a given tool are either all correct or incorrect, respectively. We note that Nopol did not generate any correct patches for any of the bugs for which at least one other tool generated a correct patch. It is worth noting that in previous section only a median of 2 patches was generated per bug. Consequently, even in situations where the likelihood of choosing the correct patch is 0 due to overfitting, the patch assessment process still only requires assessing these 2 patches.

For half of the tools, the highest number of patches that must be sampled to achieve a 90% likelihood of discovering a correct patch (assuming one exists) for a given bug is 3 (refer to the second-to-last column in Table 2). More interestingly, SimFix and TBar, tools that are able to fix the largest numbers of bugs, require max 3 and 28 patches to be sampled, respectively, while the median is 1 for both. Hence, if a developer intends to employ either SimFix or TBar, they could randomly select just one patch. In the majority of instances, this single selection would provide sufficient information to determine if a correct patch has been generated. Additionally, in the case of SimFix, they might contemplate evaluating up to three different patches. For 8 tools only up to 5 incorrect patches have been generated per bug. This means that if one samples any 6 patches per bug generated by any of these tools, one would have certainty whether a correct patch was generated or not. TBar, on the other hand, generated 41 unique patches for Math-85, 2 of which were correct. It is worth noting that jMutRepair generated only 3 patches for this bug, one of them correct. kPAR generated 45 unique patches for Math-50, 9 of which correct. It was, however, the only tool to generate a correct patch for this bug.

Our results also reveal that the more recent tools are more effective at finding correct patches, such as SimFix and TBar (Table 2). In particular, we note that TBar is able to find the largest number of fixes, i.e., 25, for 43 bugs for which known fixes were found by any of the 10 tools. Each of those bugs was fixed by the 1st plausible patch found by TBar. This is, however, not always the case. We gathered data for all tools for an 8-hour time limit, and present in Table 3. TBar generated a correct patch for 32 bugs: 27 were correctly fixed by the 1st plausible patch found, 2 more by the 2nd plausible patch found, while all 32 if one considered the first 21 plausible patches per bug.

5.3 Overfitting Per Bug

Next, we consider the case where for a given bug we gather all syntactically unique patches generated by all 10 tools. This should increase the chances of finding a correct patch, since there are bugs for which only one tool might be able to generate a correct patch. However, this strategy might make the selection of a correct patch more difficult, as a developer would have to undertake patch

---

Table 2: Number of patches $n$ (Equation 1) per tool to be sampled to have 80%, 90%, or 100% chance of selecting a correct patch at random. Data per bug is aggregated per tool.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Bugs fixed</th>
<th>Sample $n$ sufficient with x% probability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>median</td>
</tr>
<tr>
<td>Avatar</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>FixMiner</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Nopol</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SimFix</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>TBar</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>dynamoth</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>jGenProg</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>jKali</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>jMutRepair</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>kPAR</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

---

---

https://anonymous.4open.science/r/overfitting-baseline-artefact-1B1A/saved_results/paper_results/rq2/preprocessed.csv
analysis for a larger set of patches than if they were to use just one tool. Therefore, we calculate the probabilities of randomly sampling a correct patch from the set of all patches generated by all 10 tools for a given bug, based on the RS baseline. Table 4 reports the number of patches that need to be sampled to have 80%, 90%, or 100% chance that among them there is a correct patch.

We observe that for half of the bugs (22) up to 2 incorrect patches are generated, and thus one only needs to sample 3 patches to have 100% confidence that a correct patch exists in the sampled set. However, even up to 61 plausible patches would have to be assessed for such a set of bugs. If a developer where to use all 10 tools to find a patch with 80% confidence for one bug, they would have to sample \((5 \times 3 + 23 + 7 + 2 + 5) = 55\) patches, if figures from Table 2 in the 6th column, are considered, or up to 35 based on the results reported in Table 4 (in 2nd column). This is a worst-case scenario for this dataset and our chosen probability measure. However, since the developer knows which patches come from which tool, they might consider evaluating patches from SimFix in the first instance, as they only need to consider 3 of those patches in order to have confidence that a correct patch was found by the tool.

Therefore, whether it is best to consider the patches of individual tooling or combine patches together to sample from a bigger sample will depend on the choice of tools and bugs used, thus we advocate both sampling strategies are considered. Our initial empirical results provide a probabilistic estimate for each of the tools and bugs. We acknowledge that the results will differ, depending on the bugs and tools used. However, future research on post-APR overfitting that uses the same tools and bugs from the Defects4J dataset should take into account the random empirical baselines established here.

Furthermore, we presented a methodology for comparison with the Random Selection (RS) baseline for other datasets.

### 6 CONCLUSIONS

Patch overfitting is widely considered one of the main obstacles for wider adoption of APR tooling in practice. We reflect on the scale of overfitting in practice and argue that evaluation should take a more practical scenario into account, including comparison with a random baseline, to provide clearer information about available trade-offs. Our results confirm that APR tools suffer from overfitting yet this problem might be not as bad as previously thought as we found that a developer only needs to consider 2 patches for most bugs to be confident to find a fix (or be sure none exists) for the Defect4J bugs considered in our study. We found that using multiple APR tools at the same time does not make the APR overfitting problem much worse. Therefore, we recommend to always evaluate the benefit arising from the use of any post-processing APR tooling. We outlined a baseline, based on Random Selection (RS), for patch overfitting assessment. The RS baseline helps us explore and analyse the benefits of post-APR overfitting assessment techniques, and when it pays off to use such techniques. All of our scripts and labelled patches are available at: https://anonymous.4open.science/r/overfitting-baseline-artefact-1B1A.
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