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Abstract. A lot of traditional computer security has focused on pro-
tecting the content of communications by insuring confidentiality, in-
tegrity or availability. Yet the meta data associated with it – the sender,
the receiver, the time and length of messages – also contains impor-
tant information in itself. It can also be used to quickly select targets
for further surveillance, and extract information about communications
content. Such traffic analysis techniques have been used in the closed mil-
itary communities for a while but their systematic study is an emerging
field in the open security community. This talk will present an overview
of traffic analysis techniques, and how they can be used to extract data
from ‘secure’ systems.

“Traffic analysis, not cryptanalysis, is the backbone of com-

munications intelligence.”

— Susan Landau and Whitfield Diffie.

1 Introduction

The field of computer security was first studied, often in secretive organizations,
to guarantee properties of interest to the military. Since then the open research
community has made astounding advances, focusing more and more on the secu-
rity needs of commercial circles and, since the advent of computers and networks
in the home, private individuals and civil society. Still, there is a field, or better
described as a set of tools and techniques that are largely underrepresented in
the open security research community: the field of traffic analysis. While a rich
literature exists about securing the confidentiality, integrity and availability of
communication content, very little has been done to look at the information
leaked, and minimizing this leak, from communication traffic data. Traffic data
comprises the time and duration of a communication, the detailed shape of the
communication streams, the identities of the parties communicating, and their
location. The knowledge of what ‘typical’ communication patterns might look
like can also be used to infer information about an observed communication.



The civilian infrastructures, on which state and economic actors are increas-
ingly reliant, is more and more vulnerable to such attacks: wireless and GSM
telephony are replacing traditional systems, routing is transparent and protocols
are overlayed over others – giving the attackers plenty of opportunity to observe,
and take advantage of such traffic data. Concretely attackers can make use of
this information to gather strategic intelligence, or to attack particular security
protocols, and violate traditional security properties.

In this short introduction we shall highlight the key issues around traffic
analysis. We shall start with its military roots and present defenses the military
have used against it. Then we shall provide an overview of the research literature
on attacks and defenses in contemporary networks. Finally we shall discuss some
policy issues relating to the retention of traffic data.

2 Military Roots

Traffic analysis is a key part of signal intelligence and electronic warfare. Michael
Hermann, who has served as chair of the UK Joint Intelligence Committee, in his
book ‘Intelligence Power in Peace and War’ [16] describes the value of extracting
data from non-textual (to be understood as ‘not content’) sources:

These non-textual techniques can establish targets’ locations, order-
of-battle and movement. Even when messages are not being deciphered,
traffic analysis of the target’s C3I system and its patterns of behavior
provides indications of his intentions and states of mind, in rather the
same way as a neurologist develops insights about a silent patient by
studying EEG traces from the brain.

Traffic analysis was used in military circles even before the invention of wire-
less communications. Anderson in his book [3] mentions that in the trench war-
fare of World War I, the earth returns of the telegraph communication of the
enemy was used to extract information up to a few hundred yards away from the
transmitting station. Traffic analysis though became an extremely potent source
of intelligence when wireless communication became popular, particularly in
naval and air operations. Ships at see had to balance the value of communicat-
ing against the threat of being detected via direction finding if they transmit.
When transmitting strict standards, governing call-signs and communication,
had to be adhered too in order to minimize the information that traffic analysis
could provide.

Another example of traffic analysis providing valuable intelligence (by Her-
man [16]) is the reconstruction of the structure of the network structure of the
German Air Force radio in 1941 by the British, confirming that a unit was com-
posed of nine and not twelve planes. This allowed a more accurate estimate of the
total strength of their opponent. Identification of radio equipment can also be
used to detect accurate movements of units: each transmitter has characteristics
such as the unintentional frequency modulations, the shape of the transmitter
turn-on signal transient, the precise center of frequency modulation, etc that



provide a fingerprint, that can be detected and used to track the device (Similar
techniques can be used to identify GSM phones [3]). Back in World War Two
radio operators became vary skilled at recognizing the ‘hand’ of other operators,
i.e. the characteristic way in which they type Morse code, which in turn was used
as a crude unit identification method (until operators are swapped around!).

Why is traffic analysis so valuable? It provides lower quality information
compared with cryptanalysis, but it is both easier and cheaper to extract and
process. It is easier because ciphers need considerable effort to break (when they
break at all). It is cheaper because traffic data can be automatically collected and
processed to provide high level intelligence. Computers can clear traffic data and
map out structures and locations, while a skilled human operator needs to listen
to every radio transmission (often in a foreign language) to extract intelligence.
For this reason traffic analysis is often used to perform ‘target selection’ for
further intelligence gathering (such as more intensive and expensive surveillance),
jamming or destruction. Given the enormous amount of communication and
information in public networks we can expect these ‘economics of surveillance’
to be ever more relevant and applicable.

Sigint is an arms race, and many low probability of intercept and position fix

communication methods have been devised by the military to minimize exposure
to traffic analysis and jamming (a key reference here is Anderson [3]).Their
principles are rather simple: scanning many frequencies can only be done at
some maximal rate and a lot of power is necessary to jam a wide part of the
frequency spectrum. Therefore the first technique used to evade interception,
and foil jamming was frequency hopping, now also used in commercial GSM
communications. Alice and Bob share a key that determines for each time period
the frequency at which they will transmit. Eve on the other hand does not know
the key and has to observe or jam the whole chunk of the frequency spectrum
that may be used. In practice hopping is cheap and easy to implement, makes it
difficult to jam the signal (given that the hop frequency if high enough), but is
not very good at hiding the fact that communication is taking place. It is used
for tactical battlefield communications, where the adversary is unlikely to have
very large jammers at hand.

Direct sequence spread spectrum transforms a high power low bandwidth
signal into a high bandwidth low power signal, using a key that has to be shared
between Alice and Bob. It is easy for them to extract the signal back, using their
key, but an adversary will have to try to extract it from the noise, a difficult task
given its low power (that is often under the noise floor). DSSS has also inspired
commercial communications and is now used in ADSL and cable modems as
CDMA. Its key problem is synchronization, and the availability of a reference
signal (like GPS) is of great help when implementing such systems.

The final technique in the arsenal against interception is burst communi-

cation. The key idea behind these is that the communication is done in a very
short burst to minimize the probability the adversary is looking at the particular
frequency at the time. A cute variant of this is meteor scatter communications,
that use the ionization trail of small meteorites hitting the atmosphere to bounce



transmission between special forces troops in the field and a base station. Meteor
scatter can also be used in civilian life when low bandwidth, high latency but
very low cost and high availability communications are required.

3 Contemporary Computer and Communications
Security

The Internet is no open war, yet there is a lot of potential for conflict in it. We
shall see how traffic analysis techniques can be used to attack secured systems,
extract potentially useful information, and be used to censor (the equivalent of
jamming) or abuse and spam (the equivalent of deception) systems. We shall
also outline the key defense strategies one can use on the Internet to foil these
attacks – and draw the parallels but also differences with the military world.

The key difference to keep in mind when studying civilian traffic analysis
research is that the attackers have fewer means. It is not military powers, with
large budgets and the ability to intercept most communications that worry us,
but it is commercial entities, local governments, law enforcement, criminal orga-
nizations but also terrorist networks that have become the adversary. For that
reason research has focused on attacks and solutions that can be deployed at
low cost, and provide tangible tactical benefits (a pass phrase, a record of web
accesses, . . . ). Yet lately some work is developing on how traffic analysis can be
of use to law enforcement, but also how one can evade from routine surveillance,
which integrate a more strategic outlook.

So what can we do if we are not allowed to look at the plaintext contents?

3.1 The Traffic Analysis of SSH

The secure shell protocol allows users to log in remote terminals in a secure fash-
ion. It does this by performing authentication using a pass-phrase and a public
keyring, and subsequently encrypts all information transmitted or received, guar-
anteeing its confidentiality and integrity. One would think that any subsequent
password entry (that might be required to log in to further remote services), over
an SSH connection, should be safe. Song et al. [29] show that there is a lot of
information still leaking. In interactive mode SSH transmits every key stroke as
a packet. The timing between the key strokes can be used to trivially reveal in-
formation about the password lengths. More advanced techniques, using hidden
Markov models, can be used to extract further information from inter-packet
timing and lower the entropy of the passwords, to make guessing them easier.
Some further details include the extraction of a user’s password using another
user to build a profile, showing that there are similarities that can be exploited
between users.

The information one can extract using another user’s profile link in with
Monrose and Rubin’s [23] research on identifying and authenticating users using
keystroke dynamics. Although their focus was more on biometrics and authen-
tication their results have a clear relevance to the traffic analysis of SSH. They



show that there is enough variability in typing patterns between users to be
able to identity them, particularly after a long sequence has been observed. As
a result not only the content of your communications may be leaked but also
your identity despite using SSH.

3.2 The Traffic Analysis of SSL

The Secure Socket Layer (SSL, also known as TLS for Transport Layer Security)
was introduced primarily to provide private web access. HTTP requests and
replies are encrypted and authenticated between clients and servers, to prevent
information from leaking out. Yet there is plenty of research [9, 6, 31, 2, 17] to
suggest that information is leaking out of this shell.

The key weaknesses come down to the shape of traffic that is inadequately
padded and concealed. Browsers request resources, often HTML pages, that are
also associated with additional resources (images, stylesheets, . . . ). These are
downloaded through an encrypted link, yet their size is apparent to an observer,
and can be used to infer which pages are accessed (the difference between access-
ing a report on two different companies might leak information if you work in an
investment bank). There are many variants of this attack: some attempt to build
a profile of the web-site pages and guess for that which pages are being accessed
while others use these techniques to beat naive anonymizing SSL proxies. In the
later case the attacker has access to the cleartext input streams and he tries to
match them to encrypted connections made to the proxy.

Note that latent structure and contextual knowledge are again of great use
to extract information from traffic analysis: in Danezis [9] it is assumed that
users will mostly follow links between different web resources. A hidden Markov
model is then used to trace the most likely browsing paths a user may have taken
given only the lengths of the resources that can be observed. This provides much
faster and more reliable results than considering users that browse at random,
or web-sites that have no structure at all.

3.3 Web Privacy

Can a remote web server, you are accessing, tell if you have also been browsing
another site? If you were looking at a competitor maybe giving you a better
price might be in order!

Felten et al. [13] show that it is possible to use the caching features of modern
web browsers to infer information about the web-sites that they have been previ-
ously browsing. The key intuition is that recently accessed resources are cached,
and therefore will load much more quickly than if they had to be downloaded
from the remote site. Therefore by embedding in a served page some foreign re-
sources, the attacker’s web-server can perform some timing measurements, and
infer your previous browsing patterns.

Note that this attack can be performed even if the communication medium is
anonymous and unlinkable. Most anonymization techniques work at the network
layer, making it difficult to observe network identities, but perform only minimal



filtering in higher layers. Being forced to do away with caching would also be
a major problem for anonymous communication designers since any efficiency
improvement has to be used to make the, already slow, browsing more usable.

3.4 Network Device Identification and Mapping

Can you tell if two different addresses on the Internet are in fact the same
physical computer? Kohno et al. at CAIDA [20] have devised a technique that
allows an attacker to determine if two apparently different machines are the same
device. They note that the clock skew, the amount by which the clock drifts per
unit of time, is characteristic of the hardware, and the physical conditions in
which the crystal is maintained (heat, light, etc). Therefore if the clock drift
of the remote machines seems to match for a long time, it is very likely that
the machine is in fact the same. The technique they use is resistant to latency,
and can be applied remotely if the target machine implements NTP, SNMP or a
web server that echos the time. The technique can be used in forensics to detect
target machines, but it can also be used by hackers to detect if they are in a
vitalized honey-pot machine, and to determine if two web-sites are hosted on
the same consolidated server.

The opposite question is often of interest. Given two connection originating
from the same network address, have they actually been initiated by one or mul-
tiple machines? This is of particular relevance to count the number of machines
behind NAT (Network Address Translation) gateways and firewalls. Bellovin [4]
noted that the TCP/IP stack of many operating systems provides a host specific
signature that can be detected, and used to estimate the number of hosts be-
hind a gateway. To be exact the IPID field, used as a unique number for each IP
packet, is in the windows operating system a simple counter that is incremented
every time a packet is transmitted. By plotting the IPID packets over time, and
fitting lines through the graph, one can estimate the number of unique Windows
hosts.

Finally a lot of network mapping techniques have been introduced in the
applied security world, and included in tools such as nmap [14]. The key opera-
tion that such tools perform is scanning for network hosts, open network ports
on hosts, and identifying the operating systems and services running on them
to assess whether they might be vulnerable to attack. The degree of sophistica-
tion of these tools has increased as more and more people started using network
intrusion detection tools, such as the open source snort [32], to detect them.
Nmap now can be configured to detect hosts and open ports using a variety of
techniques including straight forward ping, TCP connect, TCP syn packet, but
also indirect scans. For example the FTP protocol allows the client to specify to
the server that it should connect to a third machine. The client can therefore use
this feature to scan a third host by requesting the server the open connections to
the remote ports, and observing the type of failure that occurs. The full nmap
documentation is well worth a read [15].



3.5 Detecting Stepping Stones

A lot of work has been done by the intrusion detection community to establish
if a host is being used as an attack platform [34, 7]. The usual scenario involves
a firewall that sees incoming and outgoing connection, and tries to establish if
a pair of them may be carrying the same stream. This might mean that the
internal machine is compromised and used to attack another host, i.e. it is a
stepping stone for the attacker to hide their identity.

The two main classes of techniques for detecting stepping stones are passive,
where the firewall only observes the streams, and active, where the stream of data
is modulated (often called watermarked). Since an adversary is controlling the
content of the stream, and maybe encrypting it, both types of detection rely on
traffic data, usually the correlation between packet inter arrival times, to match
incoming and outgoing streams. The family of traffic analysis techniques that
arise are similar with those used to attack anonymous communication channels.

The key result in this area is that if the maximum latency of the commu-
nication is bounded there is no way of escaping detection in the long run. This
result is of course tied to a particular model (the adversary can match packet for
packet, which is not obvious if the streams are encrypted under different keys
or mixed with other streams), and cover channels out of its scope may prove it
wrong and escape detection. Note that arbitrary active detectors are extremely
difficult (maybe even impossible) to defeat.

4 Exploiting Location Data

Wireless communication equipment is often leaking location data to third par-
ties, or wireless operators. The extent to which these can be used to degrade
security properties is still to be seen but some experiments have already been
performed, and their results may be a precursor to a rich set of attacks to come.

Escudero-Pascual [26] describes an experiment he set up at the ‘Hacker’s
at Large’ (HAL) summer camp. The camp had multiple wireless LAN access
points, that recoded the wireless MAC address of users that were using them.
This provided a time-map of user’s movements throughout the event, including
clues about which talks they were attending (the access points were related to
the venues). Even more striking were the inferences that could be drawn about
the relationship between users: random pairs of users would expect to have a low
probability of using the same access point at any time. Furthermore access point
usage between them over time should be uncorrelated. As a result any correlation
between two users that is above average, is indicative of a relationship between
the users, i.e. they are consistently moving together at the same time around
the camp.

Intel research at Cambridge, also designed a similar experiment. Members
of staff were issued with bluetooth devices that would record when another
transmitting bluetooth device was in range. The idea was to measure the ambient
bluetooth activity, to tune ad-hoc routing protocols for real world conditions, but



also to establish how often a random pair of devices meet to establish how the ad-
hoc communication infrastructure could be used for two way communications.
To the surprise of the researchers analyzing the data, the devices of two members
of staff were found to be meeting each other rather often at night – which led
them to draw conclusions about their, otherwise undisclosed, relationship.

This is well in line with evidence gathered by the MIT reality mining project [1].
The project distributed about a hundred mobile phones to students and staff of
the Media Lab, under the condition that all their traffic data (GSM, bluetooth
and location data) would be used for analysis. The users were also asked to fill in
forms about themselves and who they consider to be their friends or colleagues.
The traffic data and questionnaires were then used to build classifiers: it tuned
out that calling or being with someone at 8pm on a Saturday night is a very
good indicator of friendship.

They also uncovered location signatures that could differentiate a student
from a member of staff. What is even more impressive is that they did not use
the physical locations to draw inferences, but instead the frequency at which they
are at places designated as ‘work’ or ‘home’. Students tended to have a more
uncertain schedule, while members of staff were much more predictable in their
habits. This of course led to research about the amount on entropy that location
data provides, and as expected for some individuals given a set of locations they
are at some moment it is possible to predict with high probability their next
moves and locations.

So the evidence from these preliminary studies is suggesting that whatever
the wireless medium used, mobile phone, wireless LAN or bluetooth, sensitive
information about your identity, your relations to others and your intentions can
be inferred merely though traffic analysis.

5 Extracting High Level Intelligence

Contemporary sociology models groups of individuals, not as a mass or a fluid,
but in terms of their positions within a ‘social network’. The controversial basis
for a lot of this research is that the position of an agent in the social network is in
many ways more characteristic of them than any of their individual attributes.
This position determines their status, but also their capacity to mobilize social
resources and act (social capital). This position can also be determined via traffic
analysis, yielding a map of the social network, and the position of each actor
within it!

Social network Analysis [35], and experimental studies, has recently gained
popularity and led to interesting results, that are of use to traffic analysis, but
also more generally network engineering. It was first noted by Milgram [33] that
typical social networks present a ‘small world’ property, in that they have a
low diameter (experimentally determined to be about 6 hops between any two
members) and to be efficiently navigable. In other words there are short paths,
i.e. intermediaries between you an anyone else in the world, and you can find
them efficiently (think of using hints from location and profession). This work has



been used to build efficient peer-to-peer networks, but so far has been underused
in security and trust analysis. Another key finding is that ‘weak links’ – people
you do not know all that well – are instrumental in helping you with activities
that are not common but still very important. A well studied example is finding
a job, where people using ‘far links’ are on average more successful, than those
who limit themselves to their local contacts.

The first mathematical studies [27] of social networks, or power law networks
as they were described because of the degree distribution of their edges, tell us
a lot about their resilience to failure. It turns out that they are extremely resis-
tant to random node failures, meaning that they stay connected and maintain a
low diameter even when many random nodes have been removed. On the other
hand such networks are very sensitive to the targeted removal of the nodes with
high degree. After a few nodes have been removed the network will become dis-
connected, and the diameter increases substantially well before that. An equally
effective attack is for an adversary to remove nodes according to their ‘betwee-
ness’, i.e. how many other nodes in the network they connect. Traffic analysis
can be used to select the appropriate targets to maximize communication degra-
dation and disruption.

Recent research by Nagaraja et al. [24] tries to find strategies for a peer-to-
peer network of nodes to resist such node deletion attacks. The intuition behind
their strategies is that nodes connect to other random nodes in order to get
resilience, while connecting according to a power law strategy to get efficient
routing. When under attack the network regenerates links to maximize fault
tolerance. When things are calm it reconfigures itself to be efficient.

Social network analysis starts being used for criminal intelligence [30, 19].
Investigators try to map, often using traffic analysis techniques on telephone
or network traffic and location data, criminal organizations. This can be done
to select targets for more intensive surveillance, but also to select appropriate
targets for arrest and prosecution. Often these arrests are aim to maximally
disrupt the organization targeted. In this case it is not always appropriate to
arrest the most central, or the most well connected member – this often merely
serves as a promotion opportunity for smaller crooks to take up the position. It
was found to be more effective to instead arrest the ‘specialists’, i.e. those people
in the organization that have a unique position or skills, that others would find
difficult to fill. Examples include those who can forge papers, or crooked customs
officials.

On the other hand traffic analysis inspired techniques can be used to protect
systems and build trust. Advogato [21] is a social network based system, that
provides a community for free software developers. The fact that they introduce
each other allows the system to establish whether an author is likely to be a
spammer, and filter their messages out. Similarly google’s PageRank [25] uses
techniques that are very similar to web-page and social network profiling – in
that it considers pages that are more central in the network (with more links
pointing to them) as more authoritative. Techniques have also been devised [18]



to automatically detect and extract web communities. Their results can be used
both to assist or attack users.

6 Resisting Traffic Analysis on the Internet

A relatively old, but only recently mainstream, sub-area of computer security re-
search is concerned with ‘anonymous communications’ and more generally com-
munications that do not leak any residual information from their meta data. The
field was started by David Chaum [8], introducing the mix as a basic building
block for anonymity, and has continued since, adapting the techniques to pro-
vide private email communications and more recently web-browsing. A thorough
overview of the field and key results is available in [10, 28]. Fielded anonymous
communication systems, that are the direct products of 20 years of research,
include Mixmaster [22] and Mixminion [11] for email, and JAP [5] and Tor [12]
for web-browsing. They all increase the latency of communication and its cost
in terms of traffic volumes.

A range of traffic analysis attacks have been used to degrade the security
of anonymous communications networks. Long term intersection attacks (also
referred to as disclosure attacks) reply on long term observations of input and
output messages to detect communicating parties. Stream traffic analysis has
been used to trace web requests and replies through low-latency networks. Fi-
nally the attacker can infiltrate the network or try to influence the way in which
honest nodes chose paths to anonymize their traffic. Lately attacks have focused
on weaker adversaries, and it has been shown that some forms of traffic analy-
sis can be performed even without any access to the actual data streams to be
traced. So little importance has been payed to securing public networks against
traffic analysis that the information leaked can be detected and abused even far
away from its source. . .

7 Instead of Conclusions. . .

Our understanding of the threat that traffic analysis attacks represent on public
networks is still fragmented, and research in this growing field is still very active.
The results we have presented should act as a warning call against ignoring this
threat: traffic analysis not only can be used to collect more information in general
but can also be used to bypass security mechanisms in place.

Our study of these techniques should also have some impact on public pol-
icy matters. The most relevant of these is the current debate on traffic data
retention in the E.U. – plans to store all traffic data for a long time to facilitate
law-enforcement investigations. Policy makers must be informed of the wealth
of information that could be extracted from such data about every aspect of the
networked society. Storing these, in an easily accessible manner, represents a sys-
temic vulnerability that cannot be overstated enough. Allowing even anonymized
profiles to be extracted from such data would greatly facilitate privacy violations
and routine surveillance. Traffic analysis resistance is a public good – the more an



attacker knows about the habits of your neigbours the more they can tell about
you! Similarly our study of jamming resistant communications can shed light
on potential means by which criminals might communicate, ‘under the radar’ of
law enforcement.
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