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Abstract—We introduce a theoretical characterisation of feature lifecycles in app stores, to help app developers to identify trends and to find undiscovered requirements. To illustrate and motivate app feature lifecycle analysis, we use our theory to empirically analyse the migratory and non-migratory behaviours of 4,053 non-free features from two App Stores (Samsung and BlackBerry). The results reveal that, in both stores, intransitive features (those that neither migrate nor die out) exhibit significantly different behaviours with regard to important properties, such as their price. Further correlation analysis also highlights differences between trends relating price, rating, and popularity. Our results indicate that feature lifecycle analysis can yield insights that may also help developers to understand feature behaviours and attribute relationships.

I. INTRODUCTION

Requirements elicitation is crucial to the development of any software. Mobile apps are not an exception; however in this environment there may be no formal requirements elicitation process, yet application distribution platforms (or app stores) offer new avenues to gather software requirements [1][2][3][4][5][6]. The App Store marketplace can be thought of as a highly user-participatory cyclic development model that partly involves “requirements for the masses; requirements from the masses”. In this adaptive development space, users express their needs and desires by voting apps up and down and contributing product reviews. Users also tacitly express support for a feature by downloading apps that offer it. Developers may observe this behaviour and respond accordingly by adding popular features, where appropriate, to their own products. In this way, the developers triage the perceived desires of their users and make strategic decisions as to which features to adopt [7].

Capturing user reactions helps developers to select and prioritise feature inclusions in the next releases [4]. Performing a market-wide analysis to identify trends across the entire app marketplace can also allow developers to find undiscovered requirements [8].

Therefore, in this paper we study the lifecycle and migration of app features across product categories to gain insights into this non-traditional world of requirements elicitation. We introduce a simple set-theoretic formal characterisation of the migratory behaviours of features through app stores (some spread, some remain, some relocate, and some die out) and use it to empirically investigate how different features behave in the existing app stores. We are interested in the relationship between the migratory behaviour of these features, their value to developers (price), and the customers’ reactions to them (rating and popularity). For example, developers may ask Which migratory behaviours carry monetary value?, and Which migratory behaviours involve more popular features?.

To this end we analysed features claimed for apps by their developers, which we extracted using natural language processing from the app descriptions available in the existing app stores [9]. Previous studies have shown that it is possible to extract features from product descriptions available on-line [10][11][12] and that the use of text mining is growing as a new form of requirements elicitation [2][3].

To carry out the empirical study, we mined a total of 4,053 non-free features from the Samsung Apps and BlackBerry World app stores, and automatically classified them according to our migratory behaviour theory. We then measured the price, rating, and popularity (rank of downloads) of these features in terms of their averages (both mean and median) calculated over all apps that share the features [9][14], to investigate the differences and relationships between these attributes for the different migratory behaviours.

The paper has two primary contributions:

1. Theory: We introduce and formalise concepts of feature lifecycle, migration, exodus, extinction, and intransitivity using a set theoretic formalism that casts all features into a subsumping hierarchy of migratory behaviours and the relationships between them.

2. Empirical Results and Analysis: To illustrate the value of our approach, we use it to analyse the BlackBerry World and Samsung Apps stores. Our findings reveal that it is possible to classify the mined features into the different migratory categories defined by our theory, and that the features in such categories exhibit different characteristics with respect to the important attributes of price, rating, and popularity. These differences manifest themselves as statistically significant differences in the mean (and median) values between categories. We also found differences in the relationships between the three attributes, as expressed in terms of correlation analysis (both linear and rank based).

In the remainder of the paper, Section II provides background information on our approach to mining app store repositories. Section III introduces our Set-Theoretic Theory of Feature Lifecycles and Migration. Section IV explains our empirical study design, while Section V presents the results of the BlackBerry World and the Samsung Apps study. Section VI discusses threats to validity. Section VII considers related and future work, and Section VIII concludes.
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Our approach is based on the extraction of feature claims from software product descriptions [9][10][11][12][14], which we briefly review here (details can be found elsewhere [9][14]). Our feature extraction approach consists of four phases. The first phase extracts raw data from the app store (in this case BlackBerry World and Samsung Apps, though our approach can be applied to other app stores with suitable changes to the extraction front end). The second phase parses the raw data extracted in the first phase to retrieve all the available attributes of each app relating to price, rating, and textual descriptions of the app itself. The third phase analyses app descriptions to identify the features claimed for apps by their developers. The fourth phase computes the price, rating, and popularity for the identified features.

Phase 1 uses a customised web crawler to collect raw data from the app store, from which we parse the HTML to extract the descriptions and other data (rating, price, and popularity measured in terms of the rank of downloads) in Phase 2. Phase 3 uses natural language processing to extract, from each description, the features claimed for the app by its developers. Such feature claims can be written in many ways by developers. We developed a four-step NLP algorithm to extract feature information and implemented it using the Python Natural Language Toolkit (NLTK) [15]. The first step extracts raw feature patterns, thereby identifying the ‘coarse features’ of apps. We locate raw feature patterns by searching for an HTML list in the description of apps. If the sentence prior to an HTML list contains at least one keyword from the set of words “include, new, latest, key, free, improved, download, option, feature”, the HTML list is saved as the raw feature pattern for this app. Non-English and numerical characters are removed along with unimportant English language stopwords such as {'the', 'and', 'to'}. The words that remain are transformed into ‘lemma form’ using the WORDNETLEMMATIZER function from NLTK, thereby homogenising singular/plural, gerund endings, and other non-germane grammatical details. From this lemmatised, word-reduced token stream, the algorithm extracts a set of ‘featurelets’; a set of commonly occurring co-located words, identified using NLTK’s N-gramCollocationFinder package. We use a greedy hierarchical clustering algorithm to aggregate all similar featurelets together. The algorithm initially treats each featurelet as a single cluster, and then repeatedly combines clusters that are more than 50% similar. The result is a set of feature descriptions consisting of either 2 or 3 keywords (which we call ‘bitri-grams’) that describe the claimed feature.

Because of the importance of the feature mining process to any kind of analysis, Finkelstein et al. [14] performed a sanity check of the feature extraction algorithm to verify whether the features extracted were meaningful to humans. As sanity check, software developers working at UCL were asked to say whether they believed that a given claimed feature represented a feature or not. To this end a questionnaire containing claimed (i.e., bitri-grams) extracted by the mining technique used herein) and random features (i.e., bitri-grams created by randomly selecting words from app descriptions) was used. The results showed that developers often classify the claimed features as a feature and the random features as a non-feature (i.e., Precision=0.71, Recall=0.77).

In Phase 4 we use a set of metrics that compute the rating, price, and popularity of a feature in terms of the median value of the corresponding ratings, prices, and popularities of all apps that possess the feature [9][14]. We used the median, because app popularity is measured as an ordinal rank (called ‘rank of downloads’ by several app stores) and the ranking is a star rating (recorded for each app as a value from 0 to 5 stars in half star increments). These two measurements are clearly ordinal scale measurements and so the median is the most suitable average computation [10]. For price, the use of median (instead of mean) for value aggregation is more questionable. We did observe ordinal pricing behaviour. For example, the app store requires developers to charge in whole dollar increments. Furthermore, prices chosen by developers tend to cluster around ten, twenty, and thirty dollar ‘price points’, suggesting some kind of implicit ‘ordinal scale’ properties. However, the scale could equally well be argued to be a ratio scale. In order to check that our choice of median aggregation did not affect the results we report here, we re-computed all results using mean to aggregate over app prices, ratings, and popularities. The findings remained as reported here, suggesting that the choice of aggregation technique is relatively unimportant for the features studied. For completeness, we provide all of our data on the accompanying website1.

III. A THEORY OF APP STORE FEATURE LIFECYCLES AND MIGRATORY BEHAVIOURS

We are interested in features that migrate, because movement of features between categories suggests that these features have some form of transferable value beyond the category of apps in which they initially emerge in the app store ecosystem. In order to define migration, we need to describe, first, the categories in which a feature resides at a given time in a given app store database. We define this formally as follows:

**Definition 1 (Category Membership).** If a feature $f$ in an app store database $D$ is a member of category $C$ at time $t$ then we shall write $f \in C_{D(t)}$. We define the set of categories, $C_{D(t)}$, of which a feature $f$ is a member at time $t$ in $D$, by extension, as $\{C \mid f \in C_{D(t)}\}$.

There are various behaviours that could be termed ‘migratory’. We start with the weakest possible notion of migration, according to which a feature migrates if it resides in at least one new category at the end of the time period considered. More formally, we define the weak migration predicate on features as follows:

1http://www.cs.ucl.ac.uk/staff/F.Sarro/projects/UCLappA/home.html
Definition 2 (Weak Migration). A feature $f$ in an app store database $D$ (weakly) migrates between time $t_0$ and $t_1$, written $\mathcal{WM}_{D(t_0,t_1)}^f$, if and only if $c^f_{D(t_0)} - c^f_{D(t_1)} \neq \emptyset$.

We use set comprehension notation, $\{t_0, t_1\}$, for the time period from $t_0$ to $t_1$ to allow our theory to be more conveniently extended to multiple time periods, though we restrict ourselves to a single period in the analysis in this paper. Our definition of migration is termed ‘weak migration’ because any newly entered category counts as a migration, even if the feature disappears from (some or all of) the categories from which it is migrating. If a feature does not weakly migrate, written $\mathcal{NM}_{D(t_0,t_1)}^f$, then it does not enter any new categories over the time period considered.

We also define strong migration, where a feature strictly spreads from at least one category to at least one new category (and remains in all categories in which it originated). More formally, we define strong migration as follows:

Definition 3 (Strong Migration). A feature $f$ in an app store database $D$ strongly migrates between time $t_0$ and $t_1$, written $\mathcal{SM}_{D(t_0,t_1)}^f$, if and only if (iff)

$$(c^f_{D(t_0)} - c^f_{D(t_1)} = \emptyset) \land (c^f_{D(t_0)} \cap c^f_{D(t_1)} \neq \emptyset) \land (c^f_{D(t_1)} - c^f_{D(t_0)} \neq \emptyset).$$

That is, a strongly migratory feature has no categories that it abandons ($c^f_{D(t_0)} - c^f_{D(t_1)} = \emptyset$), at least one category in which it remains ($c^f_{D(t_0)} \cap c^f_{D(t_1)} \neq \emptyset$), and at least one new category that it spreads into ($c^f_{D(t_1)} - c^f_{D(t_0)} \neq \emptyset$).

A feature that strongly migrates also weakly migrates, but not necessarily vice versa, hence the choice of terminology (strong and weak).

A specific category of weak migration, which we term ‘exodus’, is also worthy of definition. There are also weak and strong forms of exodus. In a weak exodus, a feature disappears from at least one of the categories in which it previously resided, while appearing (for the first time) in at least one new category. In a strong exodus, a feature disappears from all categories in which it previously resided to take up residence in at least one new category. More formally:

Definition 4 (Weak Exodus). A feature $f$ in an app store database $D$ experiences weak exodus between time $t_0$ and $t_1$, written $\mathcal{WE}_{D(t_0,t_1)}^f$, if $\mathcal{WM}_{D(t_0,t_1)}^f \land \sim(\mathcal{SM}_{D(t_0,t_1)}^f)$.

Definition 5 (Strong Exodus). A feature $f$ in an app store database $D$ experiences strong exodus between time $t_0$ and $t_1$, written $\mathcal{SE}_{D(t_0,t_1)}^f$, if $\mathcal{WE}_{D(t_0,t_1)}^f \land (c^f_{D(t_0)} \cap c^f_{D(t_1)} = \emptyset)$.

Our definitions are so-construed that weak migration captures all possible migratory behaviours. It is the union of those features that strongly migrate and those that weakly exodus (which, in turn, includes those that strongly exodus).

There is a special case of strong exodus, permitted by our definitions, in which a feature appears for the first time at the end of the time period considered. That is, such a feature resides in no categories at the start of the time period (so $c^f_{D(t_0)} = \emptyset$) and in at least one new category at the end of the time period (so $c^f_{D(t_1)} \neq \emptyset$). This situation is a special case of strong exodus, a feature’s ‘birth’, in which it undergoes an ‘exodus into the app store from nowhere’.

In our empirical analysis that follows, we do not include the ‘Birth’ of features, since we wish to focus on migration of existing features through the app store. However, for completeness, we define the Birth category, formally, as follows:

Definition 6 (Birth). The Birth of feature $f$ in an app store database $D$ between time $t_0$ and $t_1$, written $\mathcal{B}_{D(t_0,t_1)}^f$, occurs iff $\mathcal{SE}_{D(t_0,t_1)}^f \land c^f_{D(t_0)} = \emptyset$.

All of the migratory behaviours we describe and formalise involve some form of change in the categories in which the feature resides, except one, which we term the ‘intransitive’ features. An intransitive feature neither appears in any new categories nor does it disappear from any between the start and the end of the time period considered. More formally, we define intransitivity as follows:

Definition 7 (Intransitive). A feature $f$ in an app store database $D$ is intransitive between time $t_0$ and $t_1$, written $\mathcal{I}_{D(t_0,t_1)}^f$, iff

$$(c^f_{D(t_0)} - c^f_{D(t_1)} = \emptyset) \land (c^f_{D(t_0)} \cap c^f_{D(t_1)} \neq \emptyset) \land (c^f_{D(t_1)} - c^f_{D(t_0)} = \emptyset).$$

That is, an intransitive feature has no categories that it abandons ($c^f_{D(t_0)} - c^f_{D(t_1)} = \emptyset$) and at least one category in which it remains ($c^f_{D(t_0)} \cap c^f_{D(t_1)} \neq \emptyset$) and it has no categories to which it spreads ($c^f_{D(t_1)} - c^f_{D(t_0)} = \emptyset$).

If a feature neither migrates, nor remains intransitive then it must be dying out (either from some or all categories) which we term ‘extinction’ in this paper. Once again, there is a strong and a weak form of extinction. In a weak extinction, the feature disappears from at least one category in which it resided and does not migrate to any new ones. In a strong extinction, a feature completely disappears; it disappears from all categories in which it resided and does not migrate to any new ones. More formally, we define weak and strong extinction as follows:

Definition 8 (Weak Extinction). A feature $f$ in an app store database $D$ experiences weak extinction between time $t_0$ and $t_1$, written $\mathcal{WE}_{D(t_0,t_1)}^f$, if $\mathcal{NM}_{D(t_0,t_1)}^f \land \sim(\mathcal{SM}_{D(t_0,t_1)}^f)$.

Definition 9 (Strong Extinction). A feature $f$ in an app store database $D$ experiences strong extinction between time $t_0$ and $t_1$, written $\mathcal{SE}_{D(t_0,t_1)}^f$, if $\mathcal{WE}_{D(t_0,t_1)}^f \land \mathcal{SE}_{D(t_0,t_1)}^f \land c^f_{D(t_0)} = \emptyset$.

There is special case of strong extinction, in which no category contains the feature of interest, so $c^f_{D(t_0)} = c^f_{D(t_1)} = \emptyset$.

In this situation the feature is not in the app store at the start, nor at the end, of the time period considered: ‘it is unborn’, or equivalently we might say that ‘it is undead’.

That is, though the feature may exist outside the app store
time period considered, it does not exist (is ‘dead’) in the app store within the period considered. Without meaning to become unreasonably supernatural, we might say that a dead feature that does, however, exist in a previous time period is ‘undead’, while one that does not is ‘unborn’. We make this distinction in the interests of theoretical completeness; it has no further bearing on the study on which we report.

As can be seen, our definitions are loosely analogous to animal migration terminology, where features are analogous to animals and categories to geographic regions. These definitions of the different kinds of migratory behaviour form the set-theoretic subsumption relationship depicted in Figure 1.

The theory is also complete; it captures all possible features in a single subsumption hierarchy of behaviours with respect to the birth, migration, and extinction of features.

To see that this theory captures all possible features and to help visualise each, consider the Venn diagram in Figure 2. Each of A, B, and C could be empty or not, so we have 8 possibilities (shown in Table I with their corresponding definitions).

In 2011, BlackBerry had 19 categories containing 18,276 apps and 42,625 apps in the first and second snapshots, respectively. We extracted data about non-free apps at two time points from the BlackBerry (weeks 3 and 36 in 2011) and Samsung stores (weeks 5 and 36 in 2011). Table II presents summary data for these two ‘snapshots’ in each store. We were able to mine all the data available in both stores at that time, thus this study does not suffer from the App Sampling Problem [17].

The choice of time points for this first investigation of feature lifecycles is partly arbitrary, since any two time points could be used to illustrate it. However, we wanted to select two time points that were sufficiently separated that we might reasonably expect some changes, yet not so far apart that any migratory behaviour observed could not reasonably be acted upon by developers. Thus, we selected two points within the same year, but separated by at least 30 weeks. Future work will explore other time granularities to identify the smallest and largest time periods over which migration can be meaningfully observed.

In 2011, BlackBerry had 19 categories containing 18,276 and 42,625 apps in the first and second snapshots, respectively, while Samsung was a smaller store with 14 categories, and 5,206 and 12,358 apps in the first and second snapshots, respectively. We excluded from the Samsung Apps study the Brand category since it contained only 8 free apps and the Handmark category that contained different kind of apps (e.g., games, advertisement) developed by the same software company (i.e., Handmark), so it does not represent a category of apps offering similar functionalities. No categories were excluded from the BlackBerry study. Using the algorithm presented in Section IV we extracted 623 and 1,417 unique features from the first and second BlackBerry snapshots, respectively.
B. Research Questions

As a starting point we ask whether each of the migratory behaviours we defined theoretically, also exists in practice. If it does, what is the distribution of features over the subsumption hierarchy of migratory behaviours. This motivates RQ1:

RQ1. Feature Migration: How do the features distribute over the different migratory behaviours in the subsumption hierarchy? If we find that our theoretical migratory behaviours exist in practice, then automatic migratory behaviour classification could be used to support developers with strategic requirements elicitation decisions. This classification would then assume a greater practical significance if we observe important differences in the price, rating or popularity of different kinds of migratory behaviour. This motivates RQ2:

RQ2. Are there any significant differences in the price, rating, popularity of features that exhibit different migratory behaviour? We use a 2-tailed, unpaired Wilcoxon test to compare the median values of the price, rating, and popularity of each of the migratory behaviours. We use the Wilcoxon test because we are investigating ordinal data and therefore need a non-parametric statistical test, with few assumptions about the underlying data distribution. The test is 2-tailed because there is no assumption about which median will be higher, and it is unpaired, because there are different numbers of features exhibiting each behaviour. The Null Hypothesis is that there is no difference in price (respectively rating or popularity) between categories. In common with most scientific inferential statistical testing, we set the significance level 95%, so that we have only a 0.05 probability of committing a Type 1 error (incorrectly rejecting the Null Hypothesis). This choice is justified by the fact that rejection of the Null Hypothesis would be a finding that would lead to actionable conclusions. That is, developers should start to measure and take note of migratory behaviours in app stores. Therefore, we require relatively strong evidence to support such findings. We also use the Benjamini-Hochberg correction to ensure that we retain only a 0.05 probability of Type 1 error when we perform multiple statistical tests. If there is a significant difference between the price, rating or popularity of features that exhibit different migratory behaviours then we also investigate the statistical effect size of the difference using the Varga-Delaney $A_{12}$ metric for effect size. Like the Wilcoxon test, the Varga-
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**TABLE II**

SUMMARY DATA FOR THE BLACKBERRY AND SAMSUNG APPS STUDIED BETWEEN TWO TIME INTERVALS.

(a) Blackberry

<table>
<thead>
<tr>
<th>Category</th>
<th>Apps</th>
<th>Features</th>
<th>Mean Price</th>
<th>Median (of apps)</th>
<th>Mean Price</th>
<th>Min Rank of Downloads</th>
<th>Median Rank of Downloads</th>
<th>Max Rank of Downloads</th>
<th>Mean Price</th>
<th>Median (of apps)</th>
<th>Mean Price</th>
<th>Min Rank of Downloads</th>
<th>Median Rank of Downloads</th>
<th>Max Rank of Downloads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>205</td>
<td>82</td>
<td>14.81</td>
<td>4.99</td>
<td>1.86</td>
<td>2.00</td>
<td>8337</td>
<td>8108</td>
<td>803</td>
<td>18201</td>
<td>348</td>
<td>77</td>
<td>12.61</td>
<td>4.99</td>
</tr>
<tr>
<td>Education</td>
<td>163</td>
<td>47</td>
<td>10.88</td>
<td>4.99</td>
<td>1.29</td>
<td>2.00</td>
<td>9526</td>
<td>9674</td>
<td>715</td>
<td>18320</td>
<td>592</td>
<td>80</td>
<td>5.66</td>
<td>4.99</td>
</tr>
<tr>
<td>Entertainment</td>
<td>456</td>
<td>106</td>
<td>4.99</td>
<td>2.99</td>
<td>1.20</td>
<td>2.00</td>
<td>7363</td>
<td>6622</td>
<td>97</td>
<td>18253</td>
<td>920</td>
<td>85</td>
<td>6.28</td>
<td>4.99</td>
</tr>
<tr>
<td>Finance</td>
<td>107</td>
<td>77</td>
<td>5.42</td>
<td>3.99</td>
<td>2.10</td>
<td>2.00</td>
<td>7552</td>
<td>6196</td>
<td>168</td>
<td>17763</td>
<td>194</td>
<td>73</td>
<td>4.50</td>
<td>4.99</td>
</tr>
<tr>
<td>Games</td>
<td>1633</td>
<td>49</td>
<td>3.54</td>
<td>2.99</td>
<td>1.91</td>
<td>2.00</td>
<td>7343</td>
<td>6432</td>
<td>165</td>
<td>18312</td>
<td>216</td>
<td>35</td>
<td>2.64</td>
<td>4.99</td>
</tr>
<tr>
<td>Health &amp; Wellness</td>
<td>379</td>
<td>100</td>
<td>17.26</td>
<td>3.99</td>
<td>1.32</td>
<td>0.00</td>
<td>9045</td>
<td>9106</td>
<td>220</td>
<td>18077</td>
<td>632</td>
<td>87</td>
<td>15.76</td>
<td>4.99</td>
</tr>
<tr>
<td>IM &amp; Social Networking</td>
<td>78</td>
<td>67</td>
<td>5.13</td>
<td>3.99</td>
<td>1.78</td>
<td>2.00</td>
<td>2100</td>
<td>5046</td>
<td>19</td>
<td>18217</td>
<td>152</td>
<td>69</td>
<td>4.12</td>
<td>4.99</td>
</tr>
<tr>
<td>Maps &amp; Navigation</td>
<td>140</td>
<td>67</td>
<td>11.20</td>
<td>3.99</td>
<td>1.90</td>
<td>2.00</td>
<td>7167</td>
<td>5812</td>
<td>639</td>
<td>18312</td>
<td>284</td>
<td>77</td>
<td>12.40</td>
<td>4.99</td>
</tr>
<tr>
<td>Music &amp; Audio</td>
<td>94</td>
<td>69</td>
<td>4.51</td>
<td>2.99</td>
<td>1.75</td>
<td>1.50</td>
<td>8132</td>
<td>6653</td>
<td>142</td>
<td>18236</td>
<td>512</td>
<td>81</td>
<td>2.02</td>
<td>4.99</td>
</tr>
<tr>
<td>News</td>
<td>43</td>
<td>38</td>
<td>3.36</td>
<td>2.99</td>
<td>1.33</td>
<td>0.50</td>
<td>9271</td>
<td>9018</td>
<td>1165</td>
<td>18315</td>
<td>75</td>
<td>42</td>
<td>2.31</td>
<td>4.99</td>
</tr>
<tr>
<td>Photo &amp; Video</td>
<td>80</td>
<td>101</td>
<td>4.34</td>
<td>2.99</td>
<td>2.36</td>
<td>2.50</td>
<td>5180</td>
<td>3324</td>
<td>8</td>
<td>18273</td>
<td>423</td>
<td>91</td>
<td>2.48</td>
<td>4.99</td>
</tr>
<tr>
<td>Productivity</td>
<td>334</td>
<td>87</td>
<td>8.49</td>
<td>4.99</td>
<td>2.37</td>
<td>3.00</td>
<td>6688</td>
<td>5694</td>
<td>122</td>
<td>18315</td>
<td>596</td>
<td>82</td>
<td>6.21</td>
<td>4.99</td>
</tr>
</tbody>
</table>

(b) Samsung

<table>
<thead>
<tr>
<th>Category</th>
<th>Apps</th>
<th>Features</th>
<th>Mean Price</th>
<th>Median (of apps)</th>
<th>Mean Price</th>
<th>Min Rank of Downloads</th>
<th>Median Rank of Downloads</th>
<th>Max Rank of Downloads</th>
<th>Mean Price</th>
<th>Median (of apps)</th>
<th>Mean Price</th>
<th>Min Rank of Downloads</th>
<th>Median Rank of Downloads</th>
<th>Max Rank of Downloads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>734</td>
<td>70</td>
<td>7.07</td>
<td>3.99</td>
<td>1.72</td>
<td>1.47</td>
<td>8140</td>
<td>7449</td>
<td>408</td>
<td>17758</td>
<td>170</td>
<td>67</td>
<td>7.22</td>
<td>3.99</td>
</tr>
<tr>
<td>Entertainment</td>
<td>172</td>
<td>69</td>
<td>5.42</td>
<td>2.99</td>
<td>1.86</td>
<td>2.00</td>
<td>7552</td>
<td>6622</td>
<td>198</td>
<td>18239</td>
<td>506</td>
<td>73</td>
<td>4.64</td>
<td>4.99</td>
</tr>
</tbody>
</table>

---

80
Delaney $\hat{A}_{12}$ metric makes few assumptions and is suited to ordinal feature data such as ours. It is also highly intuitive: for a given feature attribute (price, rating, or popularity), $\hat{A}_{12}(A, B)$ is simply an estimate of the probability that the attribute value of a randomly chosen feature migratory behaviour group $A$ will be higher than that of migratory behaviour group $B$. Whereas RQ2 is concerned with differences between distributions of price, rating, and popularity, RQ3 asks about differences in the correlation between these attributes:

**RQ3. Are there differences in the correlations between price, rating, and popularity within each form of migratory behaviour?** To answer this question we use both Pearson [21] and Spearman statistical correlation tests [22]. Karl Pearson and Charles Spearman were, respectively 18th and 19th century professors (at University College London) who were interested in measuring correlation. While Pearson first introduced the measurement of linear correlation [21], Spearman subsequently extended Pearson’s work to include rank-based correlation [22]. Each statistical measurement reports a $\rho$ value. A $\rho$ value of 1 indicates perfect correlation, while -1 indicates perfect inverse correlation, and 0 indicates no correlation. Values between 0 and 1 (-1) indicate the degree of correlation (inverse correlation, respectively) present. Different interpretations can be placed on the $\rho$ values reported for linear and rank correlation. However, we may conservatively state that there is some evidence of a correlation when the absolute $\rho$ value is greater than 0.5 and strong evidence when $\rho$ is greater than 0.7. We also report the $\rho$ value which denotes the probability that a $\rho$ value is different to zero (no correlation).

Strictly speaking, since our data is measured on an ordinal scale, findings reported using the Pearson correlation should be treated with a degree of caution. However, as observed in Section III there are grounds for considering price to be a ratio scale measurement, so Pearson correlations may be more intuitively applied in this case (as well as Spearman rank correlations).

**V. Results**

**RQ1. Feature Migration:** According to the definitions given in Section III we augment the Subsumption Hierarchy with the number of features found in each category (see Figure 3). As the figure shows, we found that in the BlackBerry store 1,292 features do not migrate and 32 features do and of the 623 Samsung features only 3 migrate. This is an encouraging finding for app store developers: it means that they are sufficiently few in number that they could be tracked and considered in some detail. We carefully checked whether these migrations happened because of app re-categorisation (i.e., apps migrating from one category to a different one over time). We found that some apps (i.e., 9 for Blackberry, 11 for Samsung) re-categorised over the two snapshots we considered, however none of the feature migrations observed in the present study is due to app migrations. In general, we found that features migrate to a category that has similar characteristics (e.g., the feature [find, location] migrated from Maps & Navigation to the apparently related Travel category). However, there are also features that have clearly ‘transferable value’ allowing them to migrate across category boundaries (e.g., the feature [latest, news] moved from News to Sport & Recreation). In both app stores there are many features that die out (68% in BlackBerry and 62% in Samsung), while about one third (30% in BlackBerry and 38% in Samsung) are intransitive. We conjecture that intransitive features are features that are crucial to a given category. A manual analysis tends to support this view. For example, the feature [view, gps, status] is an intransitive feature of the Navigation category, while the feature [sort, track] is intransitive in the Music/Video category.

The automatic classification of app features to each of the considered migratory behaviours can support developers to make strategic decision during requirements elicitation. As an example, the early identification of the migratory features may allow them to find undiscovered requirements, while being aware of the intransitive features in a given category may support developers in identifying crucial (‘must-have’) requirements for their apps.

**RQ2. Differences in Migratory Behaviours:** Figure 4 shows the boxplots of the price, rating, and rank of downloads values of the features that have the same migratory behaviours. These results reveal some interesting differences, particularly with regard to the price of intransitive features relative to that of others. In the BlackBerry store these features appear to carry higher monetary value (a finding of great potential interest to app developers), whereas, in the Samsung store, intransitive features appear to have a lower monetary value than those which die out. In order to investigate these observations from the box plots more rigorously, we turn to an inferential statistical analysis of the differences in these sets of features, and the size of any effects observed. For the BlackBerry store, the Wilcoxon test revealed a significant difference between the price of $\mathcal{I}$ and its counterpart in the non-migratory category $\mathcal{WX}$ ($p = 0.001, \hat{A}_{12} = 0.56$ and $p = 0.007, \hat{A}_{12} = 0.55$, for mean-based and median-based feature price computation, respectively). There is also a significant difference between the price of $\mathcal{I}$ and $\mathcal{SX}$ ($p < 0.001, \hat{A}_{12} = 0.56$ and $p = 0.007, \hat{A}_{12} = 0.55$, for mean-based and median-based feature price computation, respectively). For the Samsung store, we found a statistically significant difference in the
median price values between $I$ and $WX$: the features that die out are higher priced than features that remain intransitive ($p = 0.048, A_{12} = 0.55$). We make all data and analysis available on the paper’s companion website\(^1\) to support future statistical analysis and investigations by others. This data can also be used to support replication and subsequent comparisons from studies of other app stores.

In conclusion, in answer to RQ2, we find that the intransitive features behave statistically significantly differently (in both app stores) to the other features. Combined with our more qualitative finding that these features appear to be germane to the categories in which they reside, this quantitative statistical analysis suggests that intransitive features of app stores are an interesting class of feature in their own right.

### RQ3. Correlations among Price, Popularity, and Rating:

Table [III(a)] presents the Pearson and Spearman correlations for the raw data for the BlackBerry and Samsung stores\(^1\). In both cases, the correlations analysis is based on scatter plots of each pair of \{Price, Popularity, Rating\} values for each feature.

The results reveal a strong inverse correlation between rating and rank of downloads of the migratory and non-migratory features in the BlackBerry store (see Table [III(a)]. This correlation has also been observed for features as a whole in previous work [9]. Moreover, we find a strong correlation between price and each of rating and popularity (reverse rank of downloads) for the strongly migratory ($SM$) BlackBerry features (Pearson $\rho = -0.74$ and $\rho = 0.76$, respectively). It indicates that the more expensive a strongly migratory feature, the lower its rating and the higher its popularity. Other correlation coefficients are significant (so there is evidence that they have at least a 0.95 probability of being non-zero), but are not nearly as strong.

We also compute the median rating (respectively, rank of downloads) for all features that share a given price point. When we do this over all features, we observe a correlation between the price point and both the median rating and the median rank of downloads [14]. We also investigate whether this correlation is observed for each of the migratory behaviours. Table [IV(a)] reports the results. The significant correlation observations provide further evidence that there is price sensitivity for BlackBerry’s migratory features (the observation that higher prices correlate to lower popularity is even stronger for them). It also provides further evidence for the potential attractiveness to developers of the intransitive features: there appears to be notably less price sensitivity to these features. That is, the inverse correlation between price and both rating and popularity is notably weaker for the intransitive features compared to all features and to the other features, which either tend to die out or migrate.

\(^1\) We only report the correlation coefficient ($\rho$ value) where the $p$ value indicates that the correlation coefficient is reliable (i.e., we have evidence that it is significantly different to zero). Where the $p > 0.05$ we leave the entry blank, since there are insufficiently data points to allow us to draw reliable conclusions about correlations. A missing row indicates that there are not enough data points to conduct the test.

<table>
<thead>
<tr>
<th>Migratory Behaviour</th>
<th>Pearson PR</th>
<th>PD</th>
<th>Spearman PR</th>
<th>PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>0.53</td>
<td>0.70</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>$WX$</td>
<td>-0.59</td>
<td>0.75</td>
<td>-0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>$SM$</td>
<td>-0.59</td>
<td>0.75</td>
<td>-0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>$SE$</td>
<td>-0.44</td>
<td>0.64</td>
<td>-0.74</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Turning to the correlation results for Samsung (Table [III(b)]), we observe a strong positive correlation (Pearson $\rho = 0.70$ and $\rho = 0.71$) between price and rank of download (mean and median values) in features that face weak ($WX$) and strong ($SM$) extinction. This reveals that the higher price the higher rank of download (i.e., the less popular) for features that go extinct. We also observe a mild negative correlation between median price and rating for $WX$ (Pearson $\rho = -0.60$) and $SM$ (Pearson $\rho = -0.61$) features, respectively, i.e., the higher the prices the lower the rating (and vice versa). The correlation tests are also performed at price points for each migratory class (see Table [IV(b)]). The results confirm the positive correlations between price and rank of download for $WX$ and $SM$ features (Pearson $\rho = 0.75$, Spearman $\rho = 0.77$).

Overall, in both app stores, we therefore found interesting differences between the behaviours of features that follow different lifecycles. This provides further empirical evidence to suggest that the formal definition of these behaviours and their empirical study may yield insights. Since the correlations we studied involve relationships between price, customer rating, and popularity, it is also reasonable to assume that any such insights may prove useful to developers. Indeed, app developers are fortunate because, unlike the developers of more traditional applications, they have this information (and the analysis opportunities it offers) available for both their own apps and those of their competitors.

### VI. Threats to Validity

#### Threats to External Validity: Though our feature migration theory is general, our empirical results are specific to the stores considered. More work would be needed to investigate whether the findings generalise to other time periods and app stores.

#### Internal Validity Threat Risk Reduction: The inferential statistical values and correlations, and all the derived metrics reported in this paper were independently computed by two different authors, and cross-checked.
It is also interesting to note that among the non-migratory behaviours, either those features that migrate or those that die out. We observed also in the Samsung store that the migratory features are cheaper and lower rated than the non-migratory ones, however, differently from BlackBerry, they are more popular. It is also interesting to note that among the non-migratory behaviours, the intransitive features are cheaper and higher rated than those that die out, despite exhibiting the same popularity.
 Threats to Construct Validity: We extract feature claims reported by app store developers and cannot be sure that these necessarily correspond to requirements (nor even features actually implemented in the code itself, since developers do not always deliver on their claims [23]). We mitigate this threat by extracting the features from a large and varied collection of app descriptions, and clarifying that it is clearly a constraint of our method (and of most NLP-based approaches [11]). Nevertheless, we believe that developers’ technical claims about their apps are inherently interesting to requirement engineers. That is, our results show that, however we view them, the developer claims we extract have interesting properties in real world app stores.

VII. RELATED AND FUTURE WORK

The goal of App Store Analysis is to combine technical data with non-technical data such as user and business data to understand their inter-relationships [9]. This section briefly summarises this area, its relationship to our findings, and the possible avenues for future work it opens up.

Recent studies have highlighted how the use of new platforms, such as app stores, mobile phones, and social network increases developers’ opportunities to connect with users and listen to their needs [24][25][26][27]. User feedback post-release is a rich source of information for engineers involved in requirements elicitation [3][28][29][30] and many authors have focused their analysis on this aspect of app stores (e.g., [4][5][6][8][31][32][33][34][35]). Jacob and Harrison [31] report that 23.3% of the reviews they studied were found to be feature requests, further underscoring the importance of features in app store ecosystems. One natural extension of our work would be to investigate the interplay between feature migration and user requests. Pagano and Maalej [6] also found that review feedback was correlated with higher ratings and that most reviews appear very soon after a new version of an app is released. This offers the hope that developers could react to feature requests, perhaps particularly targeting likely migratory features in a timely fashion.

We extract features from the descriptions of apps uploaded to the app store by developers. Therefore, when we speak of a ‘feature’, we are speaking about a claimed feature; a feature that the developers claim to offer in their app description. Other authors have studied other features, in various forms, which exist in the code itself and also the relationship between feature claims in descriptions and features found in apps [23][36]. For example, Gorla et al. [36] used API calls to detect aberrant or otherwise suspicious behaviour. Pandita et al. [23] compared the permissions requested by the app and the app description, thereby identifying suspicious apps. Future work could examine the way these kinds of features migrate through app stores, and whether there is a relationship between migrations of claims and migrations of code.

In order for us to capture feature movement (which we call migration), we need to consider the status of an app store at different snapshots, taken at different times during its evolution. To the best of our knowledge no previous work has considered any form of analysis over more than one ‘snapshot’ of the app store state. However, we believe that future work may find many other possible applications and implications for such ‘longitudinal’ studies of app stores over periods of time. Future work might also consider extending our feature migration theory to other kinds of software system, such as software product lines, for which the relationship between requirements that may otherwise be missed. We found that features generally migrate to a category that has similar characteristics, however there are also a few features that migrate to apparently non-related categories. The early identification

<table>
<thead>
<tr>
<th>Migratory Behaviour</th>
<th>Pearson Mean</th>
<th>Pearson Median</th>
<th>Spearman Mean</th>
<th>Spearman Median</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PR</td>
<td>PD</td>
<td>PR</td>
<td>PD</td>
</tr>
<tr>
<td>NWX</td>
<td>-0.30</td>
<td>0.30</td>
<td>-0.34</td>
<td>0.34</td>
</tr>
<tr>
<td>WYX</td>
<td>-0.31</td>
<td>-0.31</td>
<td>0.36</td>
<td>0.35</td>
</tr>
<tr>
<td>SDX</td>
<td>-0.31</td>
<td>-0.31</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>WYF</td>
<td>-0.26</td>
<td>-0.27</td>
<td>0.30</td>
<td>0.32</td>
</tr>
<tr>
<td>NWF</td>
<td>-0.74</td>
<td>0.76</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>SDX</td>
<td>-0.84</td>
<td>-0.84</td>
<td>-0.86</td>
<td>-0.86</td>
</tr>
<tr>
<td>NWX</td>
<td>-0.64</td>
<td>-0.64</td>
<td>-0.69</td>
<td>-0.69</td>
</tr>
<tr>
<td>WYX</td>
<td>-0.76</td>
<td>-0.76</td>
<td>-0.82</td>
<td>-0.82</td>
</tr>
<tr>
<td>SDX</td>
<td>-0.84</td>
<td>-0.84</td>
<td>-0.86</td>
<td>-0.86</td>
</tr>
<tr>
<td>WYF</td>
<td>-0.84</td>
<td>-0.84</td>
<td>-0.86</td>
<td>-0.86</td>
</tr>
<tr>
<td>NWF</td>
<td>-0.64</td>
<td>-0.64</td>
<td>-0.69</td>
<td>-0.69</td>
</tr>
</tbody>
</table>

(a) BlackBerry

<table>
<thead>
<tr>
<th>Migratory Behaviour</th>
<th>Pearson Mean</th>
<th>Pearson Median</th>
<th>Spearman Mean</th>
<th>Spearman Median</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PR</td>
<td>PD</td>
<td>PR</td>
<td>PD</td>
</tr>
<tr>
<td>NWX</td>
<td>-0.47</td>
<td>-0.57</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>WYX</td>
<td>-0.51</td>
<td>-0.60</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>SDX</td>
<td>-0.51</td>
<td>-0.61</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>WYF</td>
<td>-0.37</td>
<td>-0.48</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>NWF</td>
<td>-0.44</td>
<td>-0.44</td>
<td>-0.44</td>
<td>-0.44</td>
</tr>
<tr>
<td>SDX</td>
<td>-0.44</td>
<td>-0.44</td>
<td>-0.46</td>
<td>-0.46</td>
</tr>
<tr>
<td>WYF</td>
<td>-0.34</td>
<td>-0.34</td>
<td>-0.27</td>
<td>-0.27</td>
</tr>
<tr>
<td>NWF</td>
<td>-0.50</td>
<td>-0.50</td>
<td>-0.46</td>
<td>-0.46</td>
</tr>
<tr>
<td>WYF</td>
<td>-0.66</td>
<td>-0.66</td>
<td>-0.46</td>
<td>-0.46</td>
</tr>
<tr>
<td>NWF</td>
<td>-0.61</td>
<td>-0.61</td>
<td>-0.46</td>
<td>-0.46</td>
</tr>
</tbody>
</table>

(b) Samsung

VIII. CONCLUSION

We have introduced a theory of feature life cycles and empirically investigated the migratory behaviour of 4,053 non-free features mined from two App Stores (Samsung and BlackBerry). The results showed that the classification of app features according to our migratory behaviour theory can support developers to track trends and to identify user-relevant requirements that may otherwise be missed. We found that features generally migrate to a category that has similar characteristics, however there are also a few features that migrate to apparently non-related categories. The early identification
of these features may allow developers to find undiscovered requirements. We found also evidence that, in both app stores, approximately one third of all features are intransitive; they neither migrate nor do they die out over the period studied. Being aware of which are the intransitive features in a given category may support developers in identifying crucial (‘must-have’) requirements for their apps. Our statistical analysis revealed also that these intransitive features have significantly different behaviours, suggesting they may denote an interesting class of features in their own right. These differences have an intrinsic interest for researchers, since they may help to better understand the lifecycles of app store features. Since the differences we observe in practice relate to commercially sensitive attributes such as price, rating, and popularity, we also believe they may be valuable to app developers.
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