Conversion from IFPUG FPA to COSMIC: within- vs without-company equations
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Abstract—Companies have employed for years 1st generation Functional Size Measurement (FSM) methods, e.g., IFPUG Function Points Analysis (FPA), collecting IFPUG-based historical data useful for benchmarking and estimation purposes. With the advent of 2nd generation FSM methods (e.g., COSMIC) the need for resizing past projects utilizing these new measures arises. The adoption of 2nd generation FSM methods has been limited both by the costs for acquiring new know-how and the need for resizing the historical data. Conversion equations represent a useful mean to facilitate the migration towards 2nd generation FSM methods. Previous works showed a significant correlation between the COSMIC and the FPA sizes. In our study we applied the conversion equations found in those works (i.e., without-company equations) to resize 25 IFPUG-based projects coming from a single software company. We compared their use with respect to two conversion equations built using two small subsets (i.e., 5 and 10 projects) from that company data (i.e., within-company equations). We aimed to verify whether the use of within-company equations built using few projects could provide more accurate conversions than those achieved by applying without-company equations. Our analysis revealed that the within-company equations performed significantly better than the without-company ones. Thus, companies should develop their own equations rather than using without-company conversions.
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I. INTRODUCTION

To allow projects to be delivered on time and within budget it is crucial to have size measures to allow the proper allocation of resources, costs and schedules, and monitor productivity. Indeed, the lack of accurate size estimations is recognized as the main cause of poor project management [16]. To this aim Functional Size Measurement (FSM) methods are widely used. Function Points Analysis (FPA) was the first approach, introduced by Albrecht of IBM in 1979 [4]. Since then several variants have been defined (e.g., MarkII and NESMA) with the aim of improving size measurement or extending the applicable domain [14]. They all fall in the first generation of FSM methods, distinguishing them from COSMIC, which is considered a second generation FSM method due to several distinguishing characteristics: it is based on fundamental principles of software engineering and measurement theory, it is applicable to business, real-time, and infrastructure software (or hybrids of these) [3].

A common problem for companies aiming at migrating from FPA to COSMIC is the lack of historical data based on COSMIC [7]. The reuse of FPA data could be very valuable to address this problem provided that there is a way to obtain the size in terms of COSMIC from the size in terms of FPA. Nevertheless, as it was pointed out [1], FPA and COSMIC measure different aspects of software systems since they are based on different basic functional components and a mathematical conversion between them cannot be conceived. A possible way to address the problem, also suggested in the COSMIC documentation [1], is to search for a statistical conversion. Some researchers have been studying the suitability and the effectiveness of such an approach by trying to build FPA-COSMIC conversion equations for different data sets. In particular, linear and non linear equations have been built by applying the linear regression analysis to the raw data and to the log-transformed data, respectively [7]. Also, more sophisticated techniques, such as piecewise regression, have been employed for building non linear models [24]. The results reported in the literature reveal that a statistical conversion is indeed possible thus supporting the suggestions provided in the COSMIC documentation [1]. The studies also show that both linear and non linear models should always be analyzed to identify the best correlation [24].

In order to build a FPA-COSMIC conversion equation a company needs to have at least a certain number of projects sized with both methods. However, in some cases, it might not want to spend time and money for this double sizing. This motivated us to investigate if it can be useful to exploit conversion equations built with other (without-company) data sets [27]. To this aim, we used some FPA-COSMIC conversion equations proposed in previous studies for other data sets (i.e., without-company equations) to resize historical data coming from a different single-company and compared their accuracy with respect to the one provided by two within-company FPA-COSMIC conversion equations. To the best of our knowledge this is the first study that investigated this issue, while other studies reported in the literature have addressed only the problem of building conversion models starting from the available data set. In
particular, the research question of our study is:

RQ Are within-company FPA-COSMIC conversion equations significantly better than without-company FPA-COSMIC conversion equations?

To address the research question, we employed a data set of 25 applications and used linear regression to build conversion equations. As for the validation method we employed cross-validation, while we exploited descriptive statistics of absolute residuals and statistical tests to evaluate and compare the obtained size estimations.

The remainder of the paper is organized as follows. In Section II we briefly report on the size measures we have taken into account in our case study and present the related work. In Section III we describe the experimental method we exploited to perform the case study, while the results of the empirical analysis are reported and discussed in Section IV. Conclusion and future work concludes the paper.

II. BACKGROUND

A. Employed Functional Size Measures

1) IFPUG: This method sizes an application starting from its FURs (or by other software artifacts that can be abstracted in terms of FURs). In particular, to identify the set of “features” provided by the software, each FUR is functionally decomposed into Base Functional Components (BFC), and each BFC is categorized into one of five Data or Transactional BFC Types. The Data functions are Internal Logical Files and External Interface Files, while the Transactional ones are External Inputs, External Outputs and External Inquiries.

Then, the “complexity” of each BFC is assessed. This step depends on the kind of function type and requires the identification of further attributes (such as the number of data fields to be processed). Once derived this information, a table provided in the IFPUG approach method [18] specifies the complexity of each function, in terms of Unadjusted Function Points (UFP). The sum of all these UFPs gives the functional size of the application. Subsequently, a Value Adjustment Factor (VAF), can be computed to take into account some non-functional requirements, such as Performances, Reusability, and so on. The final size of the application is terms of Function Points is given by $FP = UFP \cdot VAF$.

We are aware that there is a huge discussion about the acceptance of the VAF and the ISO standard never included the VAF since it measures non-functional aspects of the software [18]. However, even if the VAF is not part of the ISO standard, it is still part of the IFPUG method and is documented in IFPUG documentation. Since the company invoked in our study usually employ IFPUG with VAF we decided to consider it in our empirical study.

From this very brief description of the method, some of the appealing advantages of IFPUG over competitors (i.e., other software measures) becomes highlighted. In particular, the success of IFPUG can be mainly motivated by its early applicability and by its independence from the adopted programming language. It is widely exploited to estimate productivity, in terms of Function Points per person-month, and quality, in terms of the number of defects with respect to requirements, design, coding and user documentation phases. For more details about the application of the IFPUG method, readers are referred to the counting manual [18].

2) COSMIC: It stands for COmmon Software Measurement International Consortium [3]. It has been approved as an international standard by ISO (ISO/IEC 19761:2003). This method was originally conceived for business and real-time applications, but it can be applied in any other context, where software is mainly dominated by large amounts of data movements. Indeed, the basic idea underlying COSMIC is that, for these kinds of software, the majority of development efforts are devoted to handle data movements from/to persistent storage and users. Thus, the number of these movements can provide a meaningful insight of the system size [3].

COSMIC is composed of a set of models, principles, rules, and processes applicable to the FURs of a given piece of software. The first step to obtain the COSMIC measure is to define the COSMIC Software Context Model. This model introduces the principles and concepts needed to identify the FURs of the piece of software to be measured. Then, the COSMIC Generic Software Model is applied to the FURs to identify the components of the functionality that will be measured. In particular, the Software Context Model allows us to define why a measurement is required (Purpose) and to select the set of FURs to be included in a specific functional size measurement task (Scope). Furthermore, Functional User and Boundary concepts can be specified. A Functional User is a (type of) user that is a sender and/or an intended recipient of data in the FURs of a piece of software, while the Boundary is defined as a conceptual interface between the software being measured and its functional users. Then, the concepts of the Generic Software Model are applied to the FURs, to identify the set of “features” provided by the software. This model is the key of the COSMIC method, assuming that (i) each FUR can be mapped into a unique functional process, (ii) each functional process consists of sub-processes, and (iii) each sub-process may be either a data movement or a data manipulation. A Functional Process is an elementary component of a set of FURs comprising a unique, cohesive, and independently executable set of data movements. It is triggered by a data movement from a functional user that informs the piece of software that the functional user has identified a triggering event. A Functional Sub-Process may be a data movement or a data manipulation. As an approximation for measurement purposes, data manipulation sub-processes are not separately measured; the functionality of any data manipulation is assumed to be accounted for the data movement associated
with it [3]. To identify and measure data movements other three concepts have to be specified. A Triggering Event is an event (something that happens) that causes a functional user of the piece of software to initiate (trigger) one or more functional processes. A Data Group is a distinct, non-empty, non ordered, and non redundant set of data attributes describing a complementary aspect of the same object of interest. A Data Attribute is the smallest piece of information, within an identified data group, carrying a meaning from the perspective of the interested FURs. Data movements are defined as follows: an Entry data movement moves a data group from a functional user across the boundary into the functional process where it is required; an Exit data movement moves a data group from a functional process across the boundary to the functional user that requires it; a Read data movement moves a data group from persistent storage within each of the functional process that requires it; a Write data movement moves a data group lying inside a functional process to persistent storage.

In the measurement phase, the data movements of each functional process have to be identified and used to obtain a size measure of the software. Each data movement is counted as 1 COSMIC Function Point (CFP) that is the COSMIC measurement standard. Thus, the size of an application within a defined scope is obtained by summing the sizes of all the functional processes identified. For more details about the COSMIC method, readers are referred to the COSMIC Measurement Manual [3].

B. Previous studies proposing conversion equations

The most comprehensive study about the relationship between the size expressed in terms of (IFPUG) FPA and the size given in terms of COSMIC is the one by Cuadrado-Gallego et al. [7]. Their aim was to carry out a review of previous investigations that mainly exploited linear regression analysis to identify a sound mathematical basis for converting FPA in COSMIC. They employed six data sets obtained from previous studies (i.e., those named fet99 [11], fet99-2 [30], ho99 [17], vog03 [30], abr05 [2], and des06 [8] in Tables I and II) and three new data sets: the first two (i.e., those named jjcg06 and jjcg07) contained 21 and 14 data points and were obtained in two different studies conducted with academic students while the third (i.e., the data set named ho99 in Table I) were obtained in two different studies also performed statistical analysis such as the confidence intervals (calculated at a 95% confidence level) of the coefficient (i.e., the “slope”) for the conversion equations.

As for the estimation technique, these studies employed OLSR to build FPA-COSMIC conversion equations. In particular, the aim was to identify a mathematical conversion from (IFPUG) FPA into COSMIC, i.e., by constructing an equation as:

\[ CFP = a + b \cdot FP \]  

where the independent variable CFP represents the size in terms of COSMIC and the independent variable FP represents the size in terms of (IFPUG) FPA. Furthermore, as suggested in [7], starting from the observation that an important aspect when applying a conversion approach is that the equation must consider the origin of coordinates, we have also analyzed a non linear relationship between CFP and FP by exploiting the log transformation of the variables in the application of linear regression analysis. Thus, the equation obtained is of this form:

\[ \log(CFP) = \log(a) + b \cdot \log(FP) \]  

which, when transformed back to the original raw data scale, gives the equation:

\[ CFP = a \cdot FP^b \]  

where the independent variable CFP represents the size in terms of COSMIC and the independent variable FP represents the size in terms of (IFPUG) FPA. Furthermore, as suggested in [7], starting from the observation that an important aspect when applying a conversion approach is that the equation must consider the origin of coordinates, we have also analyzed a non linear relationship between CFP and FP by exploiting the log transformation of the variables in the application of linear regression analysis. Thus, the equation obtained is of this form:

\[ \log(CFP) = \log(a) + b \cdot \log(FP) \]  

which, when transformed back to the original raw data scale, gives the equation:

\[ CFP = a \cdot FP^b \]  

Tables I and II show for each employed data set (i.e., 1st column), the equation parameters \( a \) and \( b \) (i.e., 2nd and 3rd columns) and their confidence intervals (i.e., 4th and 5th columns), and the \( R^2 \) value (i.e., 6th column). We can observe that the equations obtained for the first six data sets in Table I are characterized by a coefficient close to 1 but with a most probable interval for \( b \) of (1.1, 1.2). On the other hand, for the last three data sets, a coefficient very close to 1 was obtained and the intersection of most probable interval for \( b \) was (0.7, 0.8). As for non linear equations (see Table II), they show a very similar behavior in the exponent (around 1) with a probable interval of (0.9, 1.1) [7].

It is worth to mention that the data set fet99 was obtained by Fetcke [11] who measured 5 applications for warehouse management by exploiting IFPUG 4.1 and COSMIC 2.2 (the maximum number of FP was 77). They were business applications with few data entities and no conversion equation was formally presented due to the limited number of observations. Ho et al. further analyzed the data provided by Fetcke and corrected the measurement in terms of COSMIC obtaining the data set named ho99 in Table I. However, they did not provide the conversion equation [17].

The data set vog03 was obtained by Vogelezang and Lesterhuis by measuring 11 applications (from a financial services organization) with NESMA 2.0 and COSMIC 2.2 (the maximum number of FP was 1424). As observed by Cuadrado-Gallego et al. [7], even if IFPUG FPA unit1 was not formally used, the relationship between the sizes in terms of NESMA 2.0 and IFPUG 4.1 was 1:1 that made it possible to carry out the IFPUG to COSMIC conversion study. Vogelezang and Lesterhuis were the first to propose a linear equation for converting the size in terms of FPA into the size given in terms of COSMIC. Furthermore, they also provided the conversion equation for the data set fet99.

1Functional size unit (FSU) is the the widely used ISO term for the unit of measure of any FSM method [7]
The data set abr05 was obtained by Abran et al. [2] who exploited 6 Management Information System (MIS) applications from a governmental organization. These applications were measured using the documentation of completed projects (the maximum number of FP was 1146). They provided a linear equation for this data set. In their discussion they also analyzed the results obtained with the data sets fet99 and vog03. They also performed a new analysis on the data set provided by Fetcke [11] by modifying the measurement and obtaining a new version of the data set, namely fet99-2, and a new conversation equation.

The data set des06 was built by Desharnais et al. [8], who exploited data from a set of 14 MIS applications (the maximum number of FP was 647) developed by a single governmental organization.

III. DESIGN OF THE EMPirical STUDY

A. Data set

The empirical study we present in this paper is based on a data set coming from a medium-sized software company operating in Italy, whose core business is the development of enterprise information systems, mainly for local and central government. The company is specialized in the development and management of solutions for enterprise intranet/extranet applications (such as Content Management Systems, e-commerce, work-flow managers, etc.), and Geographical Information Systems. It has about 50 employees and a turnover of about 5M E and is certified ISO 9001:2000, and partner of Microsoft, Oracle, and ESRI.

Data used in the study are related to a set of 25 applications, including e-government, e-banking, and Intranet applications, developed with different technologies (e.g., J2EE, ASP.NET). Oracle has been the most commonly adopted DBMS, but also SQL Server, Access and MySQL were employed in some cases.

It is worth pointing out that one of the main difficulty for this kind of study is the availability of information on the size of the applications in terms of two or more size measurement methods (in our case COSMIC and FPA). We obtained this information from the software company involved in our study during a long term investigation aimed at verifying the effectiveness of COSMIC and FPA in estimating development effort (see e.g., [9]). In particular, two researchers followed the measurement process and cross-checked the measures (taking into account the documents exploited by measurers of the company (i.e., project managers). The projects managers were also involved in an adequate training program and the two researchers work on this topic for 10 years.

Table III provides some descriptive statistics about the considered data set, where CFP denotes the size expressed in terms of COSMIC and FP in terms of FPA.

B. Employed estimation technique

We employed Ordinary Least-Squares Regression (OLSR) to build FPA-COSMIC conversion equations for our data set, as done in previous similar studies (e.g., [2] [7] [8] [17]) [10]. In particular, we exploited simple linear regression [25] to obtain a model as the one shown in equation 1, where CFP is the dependent variable and FP is the independent variable. To evaluate the goodness of fit of a regression model, several indicators have to be considered. Among them, the square of the linear correlation coefficient, $R^2$, shows the amount of the variance of the dependent variable explained by the model related to the independent variable. Other useful indicators are the $F$ value and the corresponding $p - value$ (denoted by $SignF$), which high and low values, respectively, denote a high degree of confidence for the prediction. We have also considered the $p - values$ and $t - values$ for the corresponding coefficients and the intercept. The $p$-values give an insight into the accuracy of the coefficients and the intercept, whereas their $t$-values allow us to evaluate their importance for the generated model. In particular, $p$-values less than 0.05 are considered an acceptable threshold, meaning that the variables are significant predictors with a confidence of 5%. As for the $t$-value, a variable is significant if its corresponding value is greater than 1.5.

Moreover, similarly to the study presented in [7], we also carried out an analysis by first exploiting a log transfor-
tion of the original data and then applying linear regression analysis. This strategy is also usually employed whenever variables are highly skewed and they are transformed before applying linear regression analysis. This is done in order to comply with the assumptions underlying linear regression [25] (i.e., residuals should be independent and normally distributed; relationship between dependent and independent variables should be linear).

C. Validation method and evaluation criteria

To verify whether or not the obtained prediction values are useful estimations of the actual values we carried out a cross validation, which means that the original data set is divided into different subsets of training and validation sets. Training sets are used to build models with OLSR and validation sets are used to validate the obtained models. In particular, we applied a hold-out cross validation that means that each test set is completely different from the corresponding training set [21]. Thus, for the two within-company FPA-COSMIC conversion equations, we used 5 and 10 applications in the original data set as training set while the remaining 20 and 15 were used as test sets, respectively. In the following, we name Train1 and Train2 the two training sets of 5 and 10 applications and Test1 and Test2 the corresponding test sets. On the other hand, in the case of the application of without-company FPA-COSMIC conversion equations, the models have been built on external data sets that are used as training sets, while we employed Test1 and Test2 as test sets, to allow comparison with the two within-company equations.

Observe that we decided to exploit the estimation models provided in [7] and reported in Tables I and II as without-company FPA-COSMIC conversion equations to answer research question. The comparison has been performed by applying the without-company equations to the subsets of Test1 and Test2 exploited as test sets for our within-company FPA-COSMIC conversion equations.

Regarding the evaluation criteria, we used descriptive statistics of absolute residuals (i.e., [Actual - Predicted]), namely Mean, Median, and Sum of Absolute Residuals (MAR, MdAR, and SAR). Moreover, we tested the statistical significance of the results, by using absolute residuals, to compare estimates obtained with different approaches (e.g., to establish if one model provided significantly better estimates than another one [22]). In particular, we performed Wilcoxon signed rank test [6] to verify the following null hypothesis “the two considered population of absolute residuals have identical distributions”. This kind of test is used to verify the hypothesis that the mean of the differences in the pairs is zero.

In order to have also an indication of the practical/managerial significance of the results we verified the effect size [19]. Effect size is a simple way of quantifying the standardized difference between two groups. It has many advantages over using only the tests of statistical significance, since “whereas p-values reveal whether a finding is statistically significant, effect size indicates practical significance” [19]. In particular, we employed the point-biserial correlation because it is suitable to compute the magnitude of the difference when a non parametric test is used [12]. In the empirical software engineering field [19], the magnitude of the effect sizes measured using the point-biserial correlation is classified as follows: small (0 to 0.193), medium (0.193 to 0.456), and large (0.456 to 0.868).

IV. RESULTS AND DISCUSSION

We performed the OLSR analysis to build the linear conversion equations on Train1 and Train2. To this aim, we first verified the underlying assumptions:

- Linearity. For the two models, the linear relationship was confirmed by the Pearson’s correlation test (see Table IV) [13]. This result suggested that there was a high and significant correlation between size expressed in terms of CFP and FP, also encouraging to find a mathematical conversation among them.
- Homoscedasticity. We investigated the homoscedasticity assumption by performing a Breush-Pagan Test [5], with the homoscedasticity of the error terms as null hypothesis. As we can see from Table IV, the p-values obtained are greater than 0.05 and thus the null hypothesis cannot be rejected for both the models.
- Normality. To verify this assumption we used the Shapiro-Wilk Test [29], by considering as null hypothesis the normality of error terms. Again, we cannot reject the null hypothesis since the p-values of the statistics are greater than 0.05 for all the models (see Table IV).

The first part of Table V shows some statistics about the models obtained with OLSR employing CFP and FP as dependent and independent variables, respectively. We can observe that the model obtained for Train1 is characterized by high R² and F values (i.e., 0.978 and 132, respectively) and a low Sign F. (i.e., 0.001), indicating that the prediction is indeed possible with a high degree of confidence. The t-values and p-values for the corresponding coefficient and the intercept present values greater than 1.5 and less than 0.05, respectively, revealing their significance and importance for the built model. The model built on Train2 is characterized by lower R² and F values. However, it has a low Sign F (i.e., 0.002), indicating that the prediction is indeed possible with a high degree of confidence. The t-value and p-value for the coefficient are greater than 1.5 and less than 0.5, revealing that it is important and significant in the model.
As for the intercept, the t-value revealed that it is not important but the p-value suggested that it is not significant.

Moreover, as done in [7], we also carried out the OLSR analysis by first exploiting a log transformation of the original data and then applying linear regression analysis. The results are reported in Table V. We can observe that the models are characterized by $R^2$ and F values less than those obtained with the corresponding linear equations. These results are not surprising since the analysis of OLSR assumptions revealed that there was a significant (linear) correlation between CFP and FP and transformation could be considered not necessary. However, we also investigated the accuracy of the model obtained by log transforming the variables since we want to also consider the property that the equation must verify the origin of the coordinates [7].

In all the two models, the t-values and p-values for the corresponding coefficient and the intercept present values greater than 1.5 and less than 0.05, respectively. Thus, they are important and significant in the obtained models.

To allow a comparison with previous studies mentioned in Section II-B, in Table V we have also reported the confidence intervals related to the coefficient and the intercept. We can observe that, for linear conversion equations, we obtained a coefficient not so close to the ones obtained in previous studies [7] and reported in Tables I. Indeed, we obtained coefficients greater than 1.3 while the coefficients provided in [7] range from 0.8 to 1.2. This is confirmed by the analysis of confidence intervals. Our two linear conversion equations are characterized by intervals of confidence of the coefficient quite different from the intersection of the most likely intervals shown in Tables I. As for the intercept we obtained greater values in all the models with respect to the ones characterizing the models in previous studies. Furthermore, the models presented in Table I are characterized by greater values for $R^2$ with respect to our non linear model built on Train2, while the results achieved with the model built on Train1 has a $R^2$ value comparable with those of previous studies.

As designed, to evaluate the prediction accuracy of the obtained conversion models, we performed a cross validation as described in Section III-C, whose results for test sets Test1 and Test2 are reported in Tables VI and VII, respectively. We can observe that the results we achieved with the linear equations are better than the ones achieved with the non linear equations for all the two test sets.

Regarding the comparison with without-company conversion equations, we can note that within-company (linear and non linear) conversion equations provided better MdAR, MAR, and SAR than those achieved with without-company (linear and non linear) conversion equations for both the test sets Test1 and Test2.

To verify whether the differences in the results achieved by the considered conversion equations were significant, we performed tests on the statistical significance of the results by using absolute residuals (see Tables VIII and IX). The results of the Wilcoxon test revealed that the estimates achieved with the (linear and non linear) within-company were not statistically significant better than those obtained

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable</th>
<th>Value</th>
<th>Std. Err</th>
<th>t-value</th>
<th>p-value</th>
<th>Confidence Interval</th>
<th>$R^2$</th>
<th>Std. Err</th>
<th>F</th>
<th>Sign. F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear on Train1</td>
<td>Coefficient</td>
<td>1.470</td>
<td>0.128</td>
<td>11.508</td>
<td>0.001</td>
<td>(1.064-1877)</td>
<td>0.978</td>
<td>49.170</td>
<td>132</td>
<td>0.001</td>
</tr>
<tr>
<td>Linear on Train1</td>
<td>Intercept</td>
<td>165.104</td>
<td>41.299</td>
<td>3.998</td>
<td>0.028</td>
<td>(33.671-296.536)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear on Train2</td>
<td>Coefficient</td>
<td>1.368</td>
<td>0.317</td>
<td>4.370</td>
<td>0.002</td>
<td>(0.653-2.113)</td>
<td>0.705</td>
<td>135.900</td>
<td>19</td>
<td>0.002</td>
</tr>
<tr>
<td>Linear on Train2</td>
<td>Intercept</td>
<td>154.271</td>
<td>101.120</td>
<td>1.526</td>
<td>0.166</td>
<td>(-78.912-387.454)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non Linear on Train1</td>
<td>Coefficient</td>
<td>0.631</td>
<td>0.111</td>
<td>5.704</td>
<td>0.011</td>
<td>(0.279-0.983)</td>
<td>0.916</td>
<td>0.157</td>
<td>33</td>
<td>0.011</td>
</tr>
<tr>
<td>Non Linear on Train1</td>
<td>Intercept</td>
<td>2.834</td>
<td>0.603</td>
<td>4.701</td>
<td>0.018</td>
<td>(0.915-4.752)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non Linear on Train2</td>
<td>Coefficient</td>
<td>0.572</td>
<td>0.168</td>
<td>3.398</td>
<td>0.009</td>
<td>(0.184-0.959)</td>
<td>0.591</td>
<td>0.276</td>
<td>12</td>
<td>0.009</td>
</tr>
<tr>
<td>Non Linear on Train2</td>
<td>Intercept</td>
<td>3.071</td>
<td>0.937</td>
<td>3.280</td>
<td>0.011</td>
<td>(0.912-5.231)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Concerning non linear conversion equations, we can observe that, differently from the results achieved in [7] and reported in Table II, the exponent is not very close to 1 and the confidence intervals of the coefficient are quite different from those obtained in previous studies. Thus, we cannot converge to a proposal of a conversion equation based on the assumption of $CFP \approx FP$ as done in [7]. Furthermore, as in the case of linear equations, the conversion equations reported in Table II are characterized by greater values for $R^2$ with respect to our non linear model built on Train2, while the results achieved with the model built on Train1 has a $R^2$ value comparable with those of previous studies.

To verify whether the differences in the results achieved by the considered conversion equations were significant, we performed tests on the statistical significance of the results by using absolute residuals (see Tables VIII and IX). The results of the Wilcoxon test revealed that the estimates achieved with the (linear and non linear) within-company were not statistically significant better than those obtained.
with (linear and non linear) without-company conversion equations, except for some in cases. In particular, for Test1 we found a statistically significant difference (i.e., p-value less than 0.05) in the cases of abr05, jjcg06, and jjcg0607 for linear models, and in the cases of abr05 and jjcg07 for non linear models, with a large effect size (i.e., r greater than 0.456). The results achieved on Test2 are quite similar to the ones obtained for Test1 for linear models, except for jjcg06, where we also obtained a statistically significant difference in favor of the within-company equation. Differently, in the case of non linear models, we found in 4 cases a statistically significant difference: vog03, jjcg06, jjcg07, and jjcg0607.

Thus, we can partially positively answer RQ, i.e., Within-company FPA-COSMIC conversion equations are significantly better than without-company FPA-COSMIC conversion equations. Indeed, the results achieved in terms of absolute residuals with within-company equations are better than those obtained with without-company equations, and in many cases the difference is statistically significant.

Implications. The results of our empirical study suggest that the company should build its within-company FPA-COSMIC conversion equations. Indeed, resizing few applications (i.e., just 5 or 10) in terms of COSMIC allowed us to obtain FPA-COSMIC conversion equations with better estimations than those achieved employing without-company FPA-COSMIC conversion equations.

V. Threats to validity

It is widely recognized that several factors can bias the construct, internal, external, and conclusion validity of empirical studies [23] [26]. As for the construct validity, the collection of information about the size measures represents the main difficulty to carry out this kind of study [20]. As described in Section III-A, we were very conscious about performing the collection task in a controlled and uniform way. Of course we have to take into account that empirical studies do not ensure the level of confidence achieved with controlled experiments.

Factors that should be taken into account for the internal validity are: reliability of the data and lack of standardization [26]. However, the questionnaires used were the same for all the applications and the project managers were instructed on how to use the questionnaires, to correctly provide the required information. Furthermore, instrumentation effects in general did not occur in this kind of studies.

As for the conclusion validity we carefully applied the estimation methods and the statistical tests, verifying all the required assumptions [28]. With regards to the external validity, a threat could be related to the fact that we used only applications from one company. Even if we can image that with a comparable organization, in terms of project size, quality of teams, experience of team members, and application domain, we might expect similar observations, we intend to conduct further studies with data sets from other companies [15].

VI. CONCLUSION AND FUTURE WORK

Conversion equations could represent a useful mean to facilitate the migration from (IFPUG) FPA to COSMIC. Indeed, previous studies have shown that a mathematical conversion could be possible between sizes expressed in terms of COSMIC and FPA [7]. The main goal of the study presented here was to verify whether companies could exploit conversion models built on other data sets instead of resizing in terms of COSMIC previous applications measured with FPA and then build their own conversion equations. The results of our empirical analysis revealed that the within-company FPA-COSMIC conversion equations performed better than the without-company FPA-COSMIC conversion equations. The differences in many cases were statistically significant.

As future work, we plan to collect and analyze data from other companies also to investigate whether the kind of applications considered can influence the conversion factors and thus our findings.
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