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A B S T R A C T
This article proposes a new measure to compare soft computing methods for software estimation. This
new measure is based on the concepts of Equivalence Hypothesis Testing (EHT). Using the ideas of EHT, a
dimensionless measure is defined using the Minimum Interval of Equivalence and a random estimation.
The dimensionless nature of the metric allows us to compare methods independently of the data samples
used.

The motivation of the current proposal comes from the biases that other criteria show when applied
to the comparison of software estimation methods. In this work, the level of error for comparing
the equivalence of methods is set using EHT. Several soft computing methods are compared, including genetic
programming, neural networks, regression and model trees, linear regression (ordinary and least mean
squares) and instance-based methods. The experimental work has been performed on several publicly
available datasets.

Given a dataset and an estimation method we compute the upper point of Minimum Interval of Equivalence,
MIEu, on the confidence intervals of the errors. Afterwards, the new measure, MIEratio, is calculated
as the relative distance of the MIEu to the random estimation.

Finally, the data distributions of the MIEratios are analysed by means of probability intervals, showing
the viability of this approach. In this experimental work, it can be observed that there is an advantage
for the genetic programming and linear regression methods by comparing the values of the intervals.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The search for the best model to estimate software development effort or the code size is a recurring theme in software engineering research. The evaluation and comparison of various estimation models is usually performed using classical hypothesis tests [1,2] and other tools [3,4]. Although statistical testing methods have been considered as very powerful techniques in showing that two models are different, the estimates so obtained may not be within a range of any interest. There is a controversy related to the use of the p-values, which have been one of the most used criteria when assessing experimental results [5]. The ban on p-values established by a journal [6] implies that additional criteria must be used when comparing experimental data and methods. One of the most used criterion for comparing software estimation methods is the Mean Magnitude of the Relative Error (MMRE). Despite the fact that it has been proved as inadequate and inconsistent [7,8], it is still one of the most frequently reported evaluation criterion in the literature. The MMRE is a biased measure that should not be used for comparing models [9].

In this paper, a measure based on the approach of Equivalence Hypothesis Testing (EHT) is proposed. Using the upper point of the Minimum Interval of Equivalence (MIEu) for the absolute error and a random estimation as a reference point, we propose the MIEratio as the relative distance of the MIEu with respect to the random estimation. In this way, those measures will be computed on several publicly available datasets using a variety of estimation methods. At the end of the process, we construct
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several probability intervals that will allow us the comparison of the methods.

The following steps summarise the evaluation method:

1. Different estimations for each dataset are generated with different estimation methods, varying parameters. A bootstrapped confidence interval of the absolute error of the geometric mean is computed for each dataset, for each estimation method and for each set of parameters.
2. From the confidence intervals generated in the previous step, the one with the upper limit closest to 0 is selected and we take that upper limit point as the “Minimum Interval of Equivalence” (MIEu).
3. A random estimation is computed for each dataset. We assume this is the worst estimation an analyst can make.
4. For each dataset, the values obtained in steps 2 and 3 are used to compute the MIEratio as the measure for assessing the precision of the method.
5. Finally, the MIEratios are grouped by method. The distributions are analysed and plotted using credible intervals and highest posterior density intervals, taking a Bayesian point of view.

The rest of the article is organised as follows. Section 2 describes the approach followed in step 2, which takes its roots in the bioequivalence analysis method used in the medical and pharmaceutical fields. The elements described form the basis for the rest of the work. Section 3 describes the concepts used in steps 3 and 4 and defines a new measure for classifying methods, the MIEratio (see Section 3.2). Section 4.1 describes the estimation methods and Section 4.2 shows the datasets used. Section 4.3 describes in detail the data analysis procedures and Section 5 presents our results. Next, Section 6 analyses the data distributions of the MIEratios obtained. Threats to the validity are discussed in Section 7. Finally, Section 8 concludes the paper and highlights future research directions.

2. Equivalence Hypothesis Testing and confidence intervals

When making inferences about a population represented by a parameter \( w \), the usual way to proceed is to state a null hypothesis \( H_0 \) about the population mean \( \mu_w \), \( H_0 : \mu_w = \mu_0 \), with \( \mu_0 \) a specified value, and usually \( \mu_0 = 0 \) when analysing differences. Classical hypothesis testing proceeds by computing a statistic test and examining whether the null hypothesis \( H_0 : \mu_w = 0 \) can be rejected or not in favour of the alternative hypothesis \( H_1 : \mu_w \neq 0 \). The statistical tests try to disprove the null hypothesis.

Although classic “Null Hypothesis Significance Test” (NHST) is the standard approach in the software data analysis area, there is an equally valid alternative for the comparison of methods. Under the name of “Equivalence Hypothesis Testing” the null hypothesis is that of “inequality” between the things that we want to compare. This difference is assumed to be larger than a limit \( \Delta \). Therefore, the burden of the proof is on the alternative hypothesis of equivalence within the interval \((-\Delta, +\Delta)\). This interval has different names such as “equivalence margin”, “irrelevant difference”, “margin of interest”, “equivalence range”, “equivalence limit”, “minimal meaningful distance”, etc. [10].

In EHT, the statistical tests and the confidence intervals are computed to check whether the null hypothesis of inequivalence can be rejected. The main benefit of this approach is that the statistical Type I Error when the null hypothesis is true, commonly named \( \alpha \), is controlled by the analyst, because it has to be predetermined in the null hypothesis. This \( \alpha \) is the risk that the analyst is willing to take by wrongly accepting the equivalence of the things compared (i.e., rejecting the assumption of inequivalence). Note that in the NHST the error \( \alpha \) has a different interpretation from EHT, i.e., it is the probability of wrongly accepting the difference of the things (rejecting the null difference). Here, the \( \alpha \), or Type I Error, is interpreted in the sense of EHT, i.e., the probability of concluding that the estimates and actual values differ (in absolute terms of the mean) by less than the MIEu when in fact they differ by a value of the MIEu or more. A review of the basic concepts used in EHT can be found in [10–13].

2.1. Confidence intervals and Two One-Sided Tests

There are two common approaches used to carry out the equivalence testing in frequentist statistics: Two One-Sided Tests and confidence interval methods (see for example, [11, Chapter 4; 14, Chapter 3]). In the following, both approaches are outlined.

2.1.1. Two One-Sided Tests

Let us assume that the parameter \( w \) has a normal distribution and \( \mu_w \) is its sample mean. The interval \((-\Delta, +\Delta)\) can be considered as acceptable for \( \mu_w \), which is also termed as the irrelevant difference for \( \mu_w \). The rationale for the Two One-Sided Tests (TOST) [15] is based on the fact that an irrelevant difference (or equivalence) within a range \((-\Delta, +\Delta)\) can be established on \( w \) by rejecting the two null hypotheses \( H_{01} : \mu_w \leq -\Delta \) and \( H_{02} : \mu_w \geq \Delta \). If both \( H_{01} \) and \( H_{02} \) are rejected then the conclusion is that \(-\Delta < \mu_w < \Delta \). Fig. 1 shows a hypothetical distribution of values represented by the parameter \( w \), \( \mu_w \), as the sample mean. For the sake of simplicity, let us assume normal distributions. In Fig. 1(a), we observe that \( H_{01} \) is rejected when the one-sided test is performed at \(-\Delta \) (with the risk \( \alpha \), Type I Error, set at 0.05) because the observed value from the data, \( \bar{x}_{obs} \), is within the critical region. Therefore, it can be concluded that the value represented by \( \mu_w \) is of no practical importance. However, in Fig. 1(b), when performing a t-test at \(+\Delta\), it can be observed that \( H_{02} \) is not rejected, therefore
equivalence cannot be established. $H_0$ is the null hypothesis at $\Delta$ and the observed value of the test, $z_{obs}$, is outside the critical region, so that the null hypothesis of inequivalence cannot be rejected.

2.1.2. Confidence interval approach

A procedure equivalent to the TOST method is the “confidence interval approach” which basically checks whether the $1−2\alpha$ confidence interval of the parameter under study lies within the range $(-\Delta, +\Delta)$ [11, Chapter 4.2].

For illustration purposes, Fig. 1 shows the confidence interval on the mean for the data of a parameter $x$. The parameter $x$ has practical difference because the confidence interval is outside the interval $(-\Delta, +\Delta)$. Had the confidence interval lied within $(-\Delta, +\Delta)$, the variable would have been considered to represent an irrelevant difference.

Although the size $1−2\alpha$ seems a logical consequence of the two one-side tests, Berger and Hsu [16] reported different problems that could arise when generalising the method to higher dimensions. The origin of the use of a confidence interval for bioequivalence testing dates back to 1972 in an article by Westlake [17]. However, the so-called “Westlake confidence intervals,” symmetric around 0, are not in use nowadays due to their larger spans. There were several discussions about the type of interval that should be computed for bioequivalence [18,19,15]. The conclusion is that the classical confidence interval with length $1−2\alpha$ for the mean difference should lie within the range $(-\Delta, +\Delta)$ in order to determine equivalence. The confidence interval approach is simple to use and it avoids confusing the interpretation of the p-values of the statistical tests, either under NHST or EHT.

The principle of inclusion of the $1−2\alpha$ confidence interval within the margins is one of the established criteria for showing equivalence and this is the approach adopted in this work. In EHT, the margin limits constitute the range that splits the regions of equivalence-inequivalence.

2.2. Bootstrap confidence intervals with the BC$_3$

An important element of our approach is to compute the confidence intervals and to guarantee that they match the corresponding $\alpha$-test. Since error distributions do not follow a normal distribution, bootstrapping is applied, with the BC$_3$ (bootstrap bias corrected and accelerated) being the recommended procedure. The statistic bootstrapped is the geometric mean, which is more appropriate to log-normal distributions than the standard mean.

The use of the bootstrap method for computing confidence intervals has been applied by several authors in software engineering. A comparison of the application and performance of the different types of confidence intervals in software engineering is described by Lei and Smith [20]. These authors evaluated four bootstrap methods (Normal, Percentile, Student’s $t$ and BC$_3$) and observed that the BC$_3$ behaved consistently across different software metrics, but the procedure was not free of problems while computing some metrics.

Our present work does not intend to revise the application of bootstrapping to the selected metric used (geometric mean of the absolute error), thus we apply to the standard BC$_3$ procedure. A brief description of the BC$_3$ method is explained by Ugarte et al. [21, p. 473]. We report the BC$_3$ confidence interval following their recommendations [21, Section 10.9]. A discussion about the different approaches to the bootstrap of confidence intervals can be found in [22]. The $R$ [23] implementation of the bootstrap, boot.ci, guarantees an equi-tailed two-sided nonparametric confidence interval.

2.3. Using EHT for model comparison

Robinson et al. [24,25] applied equivalence tests for validating prediction models for forest growth measurements in the area of ecological modelling. The authors’ starting position (null hypothesis) is that the model is unacceptable and it is the model that has to show some accuracy properties. Although they reported a limited practical utility of their models, the authors showed a good application of equivalence tests as a tool for model validation. As in the current work, they also used bootstrapped confidence intervals instead of model-based ones since the assumption of normality could not be guaranteed.

Among other works using EHT for validation purposes in other application areas, Leites et al. [26] used equivalence tests for the assessment of different forest growth models. Equivalence tests were used for validation of the bias, which was defined as the mean of the error of measurements minus predictions. The main benefit reported by these authors is that the “error of mistakenly validating the model is a Type I Error with a fixed probability.” There are recent applications of EHT in the software engineering field. For example, Borg and Pfahl [27] carried out an experiment with eight subjects to compare two requirement traceability tools (Retro and ReqS-mile) using EHT. Dolado et al. [13] compared the results of several experimental crossovers designs using EHT.

This work is restricted to study the values of the absolute effort estimation errors. To do so, confidence intervals for the geometric mean of those values are calculated, because we are dealing with the absolute error between observations $y_i$ and predictions $\hat{y}_i$ (or $\hat{y}_i - y_i$). The objective is to find the method that minimises the geometric mean of the absolute error (gMAR) without any specific interest in any particular estimation in the dataset. We are only interested in setting a limit for equivalence. The margin of equivalence is the smallest value that would include the confidence interval. This value is the largest absolute value of the extreme values of the confidence interval since establishing that value on the margins on $−\Delta$ and $+\Delta$ will make the confidence interval “equivalent” within the limits. The principle of inclusion within a margin will be further described in Section 3.1.

2.4. Other types of intervals

There are several works dealing with the evaluation of estimation models using other types of intervals, although those works are not in the line of EHT. The use of the “Prediction Interval” for estimation purposes has been shown in the works of [28–31]. The purpose of a prediction interval is different from that of a confidence interval. Heskes [32] shows the differences between confidence intervals and prediction intervals. We refer the reader to [33, Chapter 3] for an explanation with examples about these differences. Mitotas et al. [3] have also constructed the tool StatREC that provides different types of graphical intervals and statistical tests.

In Section 6, all data points generated by means of probability intervals are evaluated, which are constructed from a Bayesian perspective.

3. Measures of accuracy

There are several ways to measure effect size and accuracy of an estimation method. The most common measures used in the software estimation field are the mean of the magnitude of the relative error (MMRE), the median magnitude of the relative error (MdMRE) and the level of prediction at the 25% ($LPred(0.25)$). A list of the most used measures in other fields can be found in [34, Section 2/5]. They include: root mean squared error (RMSE), mean absolute
percentage error (MAPE) and mean absolute scaled error (MASE). The list of measures of accuracy can be extended further. For example, Cumming [35, p. 39] describes a list of potential measures of effect size, such as difference of means, Cohen’s $d$, the correlation coefficient, etc., each one having specific properties. The selection of one of these measures depends on several factors, such as the field of application, measures previously used in the literature and characteristics of the data.

The comparison of models using machine learning approaches has been a common topic of research since the early works comparing neural networks and genetic programming [36,37] to the recent systematic review [38]. All comparisons were performed primarily using the MMRE, level of prediction at 25% and Median of the MRE. These measures have been used alone or in combination with different statistical tests. A list of problems related to the comparison of estimation methods can be found in [39]. Other issues related to effect size and statistical power in estimation studies have also been reported by Kampenes et al. [40].

To overcome many of the problems of measuring forecasting accuracy in times series data, Hyndman and Koehler [41] proposed to use the random estimation as a reference point for computing the accuracy of an estimation. Their idea was to scale the error based on the mean absolute error with respect to the naive (random walk) point.

Shepperd and MacDonell clearly showed the inadequacy of the MMRE for software estimates [7, Table 1]. Based on the idea of Hyndman and Koehler, Shepperd and MacDonell defined a new measure in the field of software estimation called the Standardised Accuracy (SA), which is based on computing a value using both the MAR and the random estimation, $\text{MAR}_0$, as a reference point:

$$SA = 1 - \frac{\text{MAR}}{\text{MAR}_0} \times 100. \quad (1)$$

SA is defined between the values of 0 and 1 (or in percentage between 0% and 100%). Using this measure, the authors concluded that the previous studies about the empirical evaluations of prediction systems are “unsafe.”

We review these concepts already established in software effort estimation field to define a new measure that uses a specific point. That point is the upper limit of a confidence interval of the gMAR. This has the advantage that the evaluation is computed with a preset $\alpha$ level or Type I Error if $H_0$ is true.

### 3.1. Minimum Interval of Equivalence

In this section, the ideas of the EHT for justifying the use of one of the extreme points of a confidence interval as a reference point in a measure of accuracy are described. The EHT procedure uses the margin limits $\pm \Delta$ as the reference points for checking whether or not the confidence interval of the mean lies in $(-\Delta, +\Delta)$. When those margin limits are unavailable or have not been defined, there is the possibility of computing those margins based on a percentage over the mean or over another reference point. There are several works that have used this approach as explained in Section 2.3. In any case, it is possible to use the equivalence confidence interval itself as a reference point for subsequent uses.

The concept of Minimum Interval of Equivalence (MIE) implies that if there are no clear guidelines for setting the limits of the equivalence interval, one may establish the smallest interval that includes the $1 - 2\alpha$ confidence interval. This is the minimum interval that rejects the null hypothesis of difference or inequivalence, and this is called the MIE. Reporting the MIE for validating a model provides the analyst with the idea of “how close the model was to rejecting the null hypothesis of dissimilarity”. Robinson et al. [25, p. 912] concluded that the interval of equivalence can be used as a decision-making tool. In this case, the burden of proof is put on the model since the starting assumption is “dissimilarity”. The authors suggested to use “the smallest interval of equivalence that would still lead to rejection of the null hypothesis”. As an example of application, Miranda et al. compared fire spread algorithms using EHT [42] and reported the minimum interval of equivalence as “the smallest interval that would lead to rejection of the null hypothesis of dissimilarity” (following [24,25]). Units of MIE were proportions of the mean. Despite the mixed results obtained, the authors found that the information provided by the relative changes in average MIE [42, p. 595] was useful.

The concept of MIE was developed independently by Meyners [43,10]. He proposed to use “the Least Equivalent Allowable Difference (LEAD)” in equivalence testing for defining the smallest value for which equivalence could be claimed. In this way, given a confidence interval with range $(l, u)$, the largest absolute value of $l$, $u$ is the LEAD. The positive and negative LEAD values establish an interval in which the confidence interval is included. That interval is the smallest region of equivalence that contains the confidence interval. Meyners [10, Section 10] also found that “the LEAD is particularly useful in situations in which the investigator was unable to choose an equivalence margin.”

In the current work, we follow this idea about finding the confidence intervals and the MIE (or LEAD) will be computed for each parameterised instance of an estimation model. For a given method and dataset we consider as the best confidence interval the one that gives the best MIEu (the upper limit of the interval). Afterwards we compute the corresponding MIERatio, which takes into account the distance with respect to a random estimation. It means that we do not compare the MIEu directly but we use the MIERatio, which is defined in the next section. The use of the MIE concept is valuable since it allows us the comparison of limits irrespectively of any previous definition of the equivalence margin. Also, it is important to remark that the MIEu value depends solely on $\alpha$, the Type I Error when the null hypothesis is true. Fig. 2 illustrates the concept of the MIE. Given a distribution of residuals or errors – in this case the absolute values are used – a confidence interval for the mean of those values is built. The largest value of the confidence interval sets the limit for equivalence; hence, we can define the upper limit of the Minimum Interval of Equivalence. It is interpreted in the sense of the following: if the limit $+\Delta$ had been set at the MIEu we could have declared “equivalence.”

![Fig. 2. Plot of the 1 – 2α confidence interval of the Absolute Residuals (errors) and the corresponding MIE. The MIEu is the value of the MIE that would lead to rejection of the null hypothesis of dissimilarity.](image-url)
3.2. A new measure of accuracy: MIEratio

In this section, a dimensionless measure based on the MIE is defined. The main problem with the previous uses of the MIE is that it has been defined with respect to the sample mean. Using the sample mean as a reference point makes it difficult to compare different models on different datasets. This is especially important in estimation models where the larger the error, the worse it is. Therefore, the concept of “random estimation” is used as part of the new measure for effort estimation in a similar way to the Standardised Accuracy (SA) proposed by Shepperd and MacDonell [7]. The random estimation value is used as a reference point, as originally suggested by Hyndman and Koehler [41] for measuring the accuracy of time series. The reference point defined by Shepperd and MacDonell for software engineering data is denoted by \( \text{M} \text{AR}_0 \).

The \( \text{M} \text{AR}_0 \) is defined as the “mean value of a large number runs of random guessing”. It equates as predict \( \hat{y}_i \) for the target case \( i \) by randomly sampling over all the remaining \( n - 1 \) cases and take \( \hat{y}_i = y_r \), where \( r \) is drawn randomly from \( 1, \ldots , n \setminus r \neq i \) (see [7, p. 222]). However, we use the “exact \( \text{M} \text{AR}_0 \)” proposed by Langdon et al. [44] which consists in iterating over all \( n(n-1) \) different combinations of the \( n \) data elements and computing the mean of the absolute error. In this way, we avoid “randomness”.

Using both the MIEu and the reference point \( \text{M} \text{AR}_0 \), the MIEratio is defined as:

\[
\text{MIEratio} = \frac{\text{MIEu}}{\left( \text{M} \text{AR}_0 - \text{MIEu} \right)}
\]

which measures how far the method is from the random estimation, with respect to the minimum range that sets the limit to equivalence. The lower the MIEratio, the better the estimation method is because it is closer to 0, i.e., further away from \( \text{M} \text{AR}_0 \). The \( \text{M} \text{AR}_0 \) is constant for each dataset.

While in SA the range of values lies between 0 and 1, in the MIEratio the range of values goes from 0 to \( +\infty \). When the MIEratio is equal to 1 there is a situation in which the estimations are equally distant from the perfect estimation (value 0) and from the worst estimation (\( \text{M} \text{AR}_0 \)). Negative values of the MIEratio are discarded. Values of the MIEratio approach the limit \( +\infty \) when the value of the MIEu gets closer to \( \text{M} \text{AR}_0 \), which represents bad estimations.

Fig. 3 shows a hypothetical situation in which we have obtained three confidence intervals on the mean of the absolute value of the difference between the actual and the estimated effort. In Fig. 3 it can be observed that the Confidence Interval 1 (computed with a specific \( \alpha \)) sets the limit for equivalence and that the MIEratio is defined by the quotient \( A/B \). From the LHT point of view, the A and B regions have an opposite interpretation, equivalence versus inequivalence. The MIEratio is the variable reflecting that relationship.

Due to the fact that the MIEu splits the parameter space into two clear regions with different interpretation (equivalence versus inequivalence, for a specific \( \alpha \)), the MIEratio may be used as a measure for comparing estimation methods.

4. Experimental work

The procedure that we will apply in the next sections is as follows:

1. Take a dataset that provides the Actual Effort of a project, split it in three folds, and compute one or several \( n \) estimations (Estimation 1 to Estimation \( n \) for the dataset). The \( n \) different estimations are obtained varying different parameters of the estimation method: adjusting constants, adding factors or variables, etc.
2. Compute the Absolute Error, which we call it here Absolute Residual (AR), for each estimation. This results in \( n \) sets of ARs. Each estimation will have a geometric Mean of the Absolute Residuals (gMAR). Fig. 3 shows the MAR for each confidence interval of the ARs. Note that neither MARs nor gMARs need to be centred on the confidence intervals. The gMAR is a measure more adequate for skewed distributions.
3. For each set of ARs compute, by bootstrapping, the confidence interval on the gMAR with \( 1 - 2\alpha \) confidence level. The result of this step is a set of \( n \) confidence intervals on the gMAR. The upper endpoint of each confidence interval sets a margin limit for equivalence (to the left of it).
4. From the \( n \) confidence intervals obtained in previous step, select the lowest of the upper endpoints of the confidence intervals. That value is the MIEu (or LEAD) for the dataset and estimation method applied.
5. Compute the exact \( \text{M} \text{AR}_0 \) for each dataset and fix it for the rest of the computations.
6. Compute the MIEratio using both the MIEu value and the \( \text{M} \text{AR}_0 \) of the previous steps.
7. Repeat steps 1–6 for each dataset and for each fold.
8. Sort the results in ascending order of the MIEratio values. The closer the result is to zero, the better the result is.
9. Group the MIEratio values by method, compute the probability intervals and compare their distributions. The closer the result is to zero, the better the result is.

The previous procedure may be repeated for every dataset available and for every estimation method that the analyst wishes to compare.

4.1. Machine Learning software effort estimation methods

The purpose of this work is to show how to compare software estimation methods using the MIEratio, therefore we have generated different software effort estimates using different machine learning algorithms covering most relevant types of techniques usually applied in the software estimation literature. As there can be a high variability in the results depending on the parameters used when applying machine learning methods, we have obtained
multiple estimates varying the most important parameters of each technique.

**Regression models**: Regression techniques are the most applied techniques to estimate software effort and in this work we have applied the classical Ordinary Least Squares (OLS) and Least Median Squared (LMS). These techniques fit a multiple linear equation between a dependent variable (software estimation effort) with a set of or independent variables that can be numeric or nominal such as the number of function points, team size or the type of development platform.

The aim is to find, using matrix based operations, the slope coefficients of a linear model \( y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k + \epsilon \) that minimises the square root error. In this work we have used Weka’s implementation [45]. Weka is a well-known machine learning software.

**Instance based techniques**: In instance based techniques (IB-k), there is no model as such to classify new samples, instead all training instances are stored and the nearest instance(s) is/are retrieved to provide the class or calculate the estimate. In addition to different distance metrics used to compare, other parameters that need to be considered include the number of neighbours (k), use of weights with the attributes, normalisation of the attributes, etc. This technique has been extensively applied by the software engineering community as Case-based Reasoning (CBR) [46].

**Genetic Programming**: Genetic Programming (GP) [47,48] is a type of evolutionary computation technique in which free form equations evolve to form a symbolic regression equation without assuming any distribution. Several authors have reported on the suitability of using GP in software effort estimation for over a decade [36]. In this work, we have used a canonical implementation based on Weka, which employs trees as a representation and that it is capable of dealing with classification and regression problems.

**Neural networks**: Neural networks (NN) are one of the classical machine learning techniques applied to software effort estimation. NNs are composed of nodes and arcs organised in layers (usually an input layer, one or two hidden layers and an output layer). Their arcs have weights to control the propagation of the information that is propagated through the network. There are multiple types of neural networks; the Multilayer Perceptron (MLP) is one of the most popular type in which the information is propagated forward from the input layer composed of attributes such as functional size to the output layer nodes (e.g., effort, time, etc.) through one or more hidden layers. Weka’s MLP implementation is the Multilayer Perceptron algorithm in which nodes are sigmoid except with numeric classes in which case output nodes are non-thresholded linear units. The loss function during training is the squared-error function.

**Regression and model trees**: Classification and Regression Tress (CART) [49] are binary trees which are induced minimising the subset variation at each branch. In the case of numeric prediction, as it is our case, each leaf represents the average value of the training examples covered at that leaf. We have used Weka’s REP-Tree (Reduction-Error Pruning) [45] algorithm for classification or regression. In the case of regression, variance is used as a splitting criterion and the induced tree can be pruned to both simplify the tree and to avoid overfitting.

Model trees, originally proposed by Quilan as the M5 algorithm [50], are similar to regression trees but each leaf is composed of a regression equation instead of the average of the observations covered at each leaf, i.e., a linear regression model is induced with the observations of each leaf. Weka’s M5P is a improvement of the original M5 algorithm.

In addition to the postpruning process there is also a smoothing process to avoid discontinuities between adjacent linear models. Model tree algorithms should provide higher accuracy than regression trees but they are also more complex.

### 4.2. Software engineering effort datasets

We apply the methods described in the previous section on seven publicly available datasets. Two of them, China and ISBSG, have a relatively large number of instances. A third one, the CSC dataset is more homogeneous as it is composed of projects that belong to a single company. The Desharnais and Maxwell datasets are well-known and can be found in the PROMISE repositories\(^1\) and in [51], respectively. The two remaining datasets (Atkinson and Telecom1) are used to compare our results with the results available in the literature, in particular with the results obtained by Shepperd and MacDonell [7].

**CSC dataset**: The CSC data set [52], also known as Kitchenham’s data set, is provided by a single company CSC and it is composed of 145 instances. In our study we used the attributes duration, adjusted function points and first estimate as independent variables to estimate the Actual effort (after running an attribute selection algorithm, these were found to be the relevant attributes to deal with effort estimation). This was also the most homogeneous dataset (all data belong to a single company).

**China dataset**: The China dataset is composed of 499 projects developed in China by various software organisation in multip-ple domains (cross–company dataset). It has been used in several works, in particular by Menzies et al. [53].

We found some issues with the original dataset and as a consequence we carried out some preprocessing. The DevType attribute could not be used as the value of this attribute was zero for all instances. However, we could differentiate between new develop-ments and enhancements (or redevelopments) if the number of function points of the Changed or Deleted field was not zero. We did not use the productivity attributes as they were directly derived from the class attribute (effort).

**The ISBSG dataset**: The International Software Benchmarking Standards Group (ISBSG) [54] maintains a software project management repository from multiple organisations.

In this work, we have used ISBSG v10 and it was also necessary to perform some preprocessing in order to apply machine learning techniques, for selecting projects and attributes and for cleaning the data (the preprocessing carried out in this dataset is explained in detail in [55]).

**Atkinson and Telecom1 datasets**: Although the Atkinson and Telecom1 datasets are very small datasets (at least for data mining purposes), these have been extensively used in the past for assessing the estimation-by-analogy method, regression-to-the-mean and other methods.

The Atkinson dataset contains 16 data points relating real-time function points to effort. The Telecom1 dataset contains 18 points relating effort to changes in the configuration management and number of files changed during the development of a software system [46,56].

The Atkinson dataset is reproduced in full in Appendix B of [56]. The authors report that some cases were removed from the analysis based on the homogeneity of the projects. The 16 points of this dataset have been used for computing the SA (see Table 2 of [7]). The Telecom1 dataset is available in Appendix A of [56] and in Appendix A [46]. It contains 18 data points. This dataset was used for comparing EBA to step-wise regression, among other methods.

---

\(^1\) [http://openscience.us/repo/effort/](http://openscience.us/repo/effort/)
In these two datasets, we only use the Actual Effort and Estimated Effort variables for computing the MIE, gMAR, etc.

**Maxwell dataset:** The Maxwell dataset [51] is composed of 63 projects and the following attributes: application size (in Function Points), effort in hours, duration in months. It also provides 21 discrete attributes (application type, hardware platform, DBMS architecture, user interface, language(s) used, and other 15 attributes using the Likert scale about the development environment characteristics. Although this dataset suffers from the curse of dimensionality as there is a large number of attributes compared with the number of instances, we used all attributes with the exception of the project starting date.

### 4.3. Data analysis

All previously described machine learning algorithms are implemented in Weka [45] and they were used to obtain sets of effort estimates per technique (with the exception of the Atkinson and Telecom1 datasets as explained previously). In order to ensure that the same instances were used for training and testing in each technique, we partitioned each dataset into three folds using stratified sampling before applying the machine learning algorithms. Stratified sampling ensures a random sampling following the distribution of the class (effort attribute). We used 2 folds for training (2/3 of the instances) and 1 fold for testing (1/3 of the instances) and repeat the procedure three time so that all data points were used for training and testing and to have more points for further analysis. This is in line with the work by Mittas and Angelis [57]. Each machine learning technique was run varying combinations of different parameters to induce a set of different estimates per method (except for the Atkinson and Telecom1 datasets in which the results are those provided in their respective publications). Table 1 shows the parameters modified per method and their respective range.

In the case of regression with Ordinary Least Squares (OLS), it is possible to vary the ridge parameter (this variation only minimally affects the output) and whether Feature Selection (FS) is used to generate the model. The FS method can be based on the MS5 model tree (MS5) which removes attributes until there is no improvement. With Least Median Squared (LMS), it is possible to induce multiple models varying the size of the sample $(S)$ used to generate the regressions. For the GP, we obtained different estimates varying the size of the population $(pop)$ and number of generations that we allowed the algorithm to run $(com)$. We only allowed arithmetic operators, exponential and logarithms excluding logical (i.e., and, or) and functions (min, max). In all cases the fitness function selected was the Root Mean Square Error (RMSE).

In the case of IBK, there is also a large number of possible parameters but we varied the number of neighbours $(k)$ and the function distance used (Euclidean or Manhattan). For regression and model trees, with the REPTree algorithm (regression tree), the parameters were minimum proportion of the variance on all the data that needs to be present at a node for splitting $(V)$, the number of folds $(N)$ which determines the amount of data used for pruning (one fold is used for pruning, the rest for growing the rules) and minimum total weight of the instances in a leaf $(M)$. In the case of MS5 (model tree), the parameter modified was the minimum number of instances allowed at a leaf node $(M)$. For the multilayer perceptron (MLP), we varied the learning rate $(L)$, momentum $(M)$ and training time $(N)$ and the number of hidden layers $(H)$.

For each set of estimations of a method in a dataset, the corresponding confidence intervals are computed and among them, only the best MIEratios was selected. Finally, the best MIEratios are compared. For computing the MIEratios, we followed the procedure mentioned in [7]. For obtaining the MIE we build the confidence intervals by bootstrapping (using the R command `boot.ci`). Examples of application of the bootstrap for obtaining confidence intervals can be found in Ugarte et al. [21, Chapter 10]. The problems of building confidence intervals based on percentiles are also stated by Good [58, p. 18]. As a result, we do not report here the confidence intervals based on $P_0$, $P_90$ or $P_{95}$; this option could be justified in the work by Shepperd and MacDonell [7] since their histograms showed symmetry.

### 5. MIEratios obtained

Here we briefly describe the MIEs that have been obtained on the different datasets applying each estimation method, using $\alpha = 0.05$.

![Histograms of the absolute errors for two estimations.](image)

(a) China dataset using the M5P method. (b) ISBSG dataset using the IBK method.
Fig. 4 shows two examples of the residuals obtained in the estimations. The x-axis represents effort measured in person-months.

As an example, Fig. 5 shows the plots of the confidence intervals in the validation dataset of China with MSP in fold 1. Four different sets of parameters generate the five different confidence intervals. All intervals are quite similar, meaning that the MSP method behaves uniformly across the parameters. The set of values of “Params. 2” gives the lowest MIEu.

GP has shown a behaviour sensitive to the parameters settings. Both length and values of the confidence interval resulted in considerable variations. Fig. 6 shows the plots of the confidence intervals obtained with different sets of parameters for GP in the validation dataset of CSC. Each segment represents a confidence interval obtained by means of bootstrap. The gMAR is also plotted for every confidence interval. The MIEu is obtained with the set of “Params. 5” and it is shown with the vertical dotted line: there is no other smaller value that contains a confidence interval.

Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>MIEu</th>
<th>MAR</th>
<th>gMAR</th>
<th>MMRE</th>
<th>MdMRE</th>
<th>Prd(0.25)</th>
<th>MIE</th>
<th>SA</th>
<th>MIEratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>CSC(fld3)</td>
<td>7519.422</td>
<td>1272.354</td>
<td>59.737</td>
<td>0.222</td>
<td>0.136</td>
<td>0.646</td>
<td>209.463</td>
<td>0.831</td>
<td>0.029</td>
</tr>
<tr>
<td>LMS</td>
<td>CSC(fld3)</td>
<td>7519.422</td>
<td>1336.410</td>
<td>275.156</td>
<td>0.220</td>
<td>0.153</td>
<td>0.625</td>
<td>407.243</td>
<td>0.822</td>
<td>0.057</td>
</tr>
<tr>
<td>MSP</td>
<td>CSC(fld3)</td>
<td>7519.422</td>
<td>1545.455</td>
<td>305.637</td>
<td>0.260</td>
<td>0.202</td>
<td>0.604</td>
<td>463.690</td>
<td>0.794</td>
<td>0.066</td>
</tr>
<tr>
<td>LR</td>
<td>CSC(fld3)</td>
<td>7519.422</td>
<td>1288.356</td>
<td>380.422</td>
<td>0.240</td>
<td>0.215</td>
<td>0.583</td>
<td>524.176</td>
<td>0.829</td>
<td>0.075</td>
</tr>
<tr>
<td>IBk</td>
<td>CSC(fld3)</td>
<td>7519.422</td>
<td>3102.979</td>
<td>380.758</td>
<td>0.254</td>
<td>0.212</td>
<td>0.625</td>
<td>583.324</td>
<td>0.587</td>
<td>0.084</td>
</tr>
<tr>
<td>MLP</td>
<td>CSC(fld3)</td>
<td>7519.422</td>
<td>2675.423</td>
<td>445.082</td>
<td>0.354</td>
<td>0.225</td>
<td>0.583</td>
<td>623.923</td>
<td>0.644</td>
<td>0.090</td>
</tr>
<tr>
<td>RTree</td>
<td>CSC(fld3)</td>
<td>7519.422</td>
<td>3394.569</td>
<td>437.664</td>
<td>0.306</td>
<td>0.219</td>
<td>0.562</td>
<td>676.952</td>
<td>0.549</td>
<td>0.099</td>
</tr>
<tr>
<td>IBk</td>
<td>CSC(fld2)</td>
<td>1315.700</td>
<td>274.729</td>
<td>141.111</td>
<td>0.219</td>
<td>0.165</td>
<td>0.646</td>
<td>189.628</td>
<td>0.791</td>
<td>0.168</td>
</tr>
<tr>
<td>LMS</td>
<td>CSC(fld2)</td>
<td>1315.700</td>
<td>301.627</td>
<td>141.407</td>
<td>0.236</td>
<td>0.155</td>
<td>0.646</td>
<td>197.306</td>
<td>0.771</td>
<td>0.176</td>
</tr>
<tr>
<td>GP</td>
<td>CSC(fld1)</td>
<td>2017.656</td>
<td>542.959</td>
<td>134.381</td>
<td>0.314</td>
<td>0.140</td>
<td>0.653</td>
<td>308.481</td>
<td>0.731</td>
<td>0.180</td>
</tr>
<tr>
<td>MLP</td>
<td>CSC(fld1)</td>
<td>2017.656</td>
<td>571.323</td>
<td>219.519</td>
<td>0.465</td>
<td>0.165</td>
<td>0.694</td>
<td>319.590</td>
<td>0.717</td>
<td>0.188</td>
</tr>
<tr>
<td>LMS</td>
<td>CSC(fld1)</td>
<td>2017.656</td>
<td>546.280</td>
<td>230.030</td>
<td>0.320</td>
<td>0.173</td>
<td>0.673</td>
<td>323.538</td>
<td>0.729</td>
<td>0.191</td>
</tr>
<tr>
<td>IBk</td>
<td>CSC(fld1)</td>
<td>2017.656</td>
<td>563.694</td>
<td>241.057</td>
<td>0.324</td>
<td>0.187</td>
<td>0.694</td>
<td>333.918</td>
<td>0.721</td>
<td>0.198</td>
</tr>
<tr>
<td>MSP</td>
<td>CSC(fld2)</td>
<td>1315.700</td>
<td>334.908</td>
<td>161.968</td>
<td>0.250</td>
<td>0.183</td>
<td>0.667</td>
<td>218.669</td>
<td>0.745</td>
<td>0.199</td>
</tr>
<tr>
<td>GP</td>
<td>CSC(fld2)</td>
<td>1315.700</td>
<td>322.417</td>
<td>126.383</td>
<td>0.254</td>
<td>0.212</td>
<td>0.562</td>
<td>221.680</td>
<td>0.755</td>
<td>0.203</td>
</tr>
<tr>
<td>MLP</td>
<td>CSC(fld2)</td>
<td>1315.700</td>
<td>326.409</td>
<td>175.741</td>
<td>0.273</td>
<td>0.211</td>
<td>0.625</td>
<td>231.912</td>
<td>0.752</td>
<td>0.214</td>
</tr>
<tr>
<td>LMS</td>
<td>ISBS(fld3)</td>
<td>4721.474</td>
<td>2335.299</td>
<td>733.073</td>
<td>1.530</td>
<td>0.522</td>
<td>0.211</td>
<td>841.655</td>
<td>0.505</td>
<td>0.217</td>
</tr>
<tr>
<td>MSP</td>
<td>ISBS(fld1)</td>
<td>4479.924</td>
<td>1751.388</td>
<td>703.342</td>
<td>1.600</td>
<td>0.488</td>
<td>0.277</td>
<td>801.238</td>
<td>0.699</td>
<td>0.218</td>
</tr>
<tr>
<td>GP</td>
<td>ISBS(fld3)</td>
<td>4721.474</td>
<td>2385.943</td>
<td>719.476</td>
<td>0.970</td>
<td>0.607</td>
<td>0.192</td>
<td>846.011</td>
<td>0.495</td>
<td>0.218</td>
</tr>
<tr>
<td>MSP</td>
<td>ISBS(fld3)</td>
<td>4721.474</td>
<td>1987.367</td>
<td>749.641</td>
<td>1.688</td>
<td>0.546</td>
<td>0.265</td>
<td>857.184</td>
<td>0.579</td>
<td>0.222</td>
</tr>
<tr>
<td>MSP</td>
<td>Maxwell(fld2)</td>
<td>12164.000</td>
<td>4134.663</td>
<td>1275.744</td>
<td>0.426</td>
<td>0.289</td>
<td>0.381</td>
<td>2296.224</td>
<td>0.650</td>
<td>0.233</td>
</tr>
<tr>
<td>LMS</td>
<td>China(fld3)</td>
<td>5819.186</td>
<td>2588.090</td>
<td>930.265</td>
<td>1.006</td>
<td>0.572</td>
<td>0.229</td>
<td>1132.295</td>
<td>0.555</td>
<td>0.242</td>
</tr>
<tr>
<td>GP</td>
<td>China(fld1)</td>
<td>4479.924</td>
<td>2306.632</td>
<td>760.563</td>
<td>2.153</td>
<td>0.586</td>
<td>0.226</td>
<td>878.556</td>
<td>0.485</td>
<td>0.244</td>
</tr>
<tr>
<td>LMS</td>
<td>China(fld1)</td>
<td>4479.924</td>
<td>2322.634</td>
<td>745.572</td>
<td>0.938</td>
<td>0.586</td>
<td>0.192</td>
<td>883.946</td>
<td>0.482</td>
<td>0.246</td>
</tr>
<tr>
<td>MSP</td>
<td>China(fld3)</td>
<td>5819.186</td>
<td>2756.619</td>
<td>1056.587</td>
<td>1.352</td>
<td>0.591</td>
<td>0.193</td>
<td>1287.121</td>
<td>0.526</td>
<td>0.284</td>
</tr>
<tr>
<td>RTree</td>
<td>ISBS(fld3)</td>
<td>4721.474</td>
<td>2258.100</td>
<td>923.286</td>
<td>1.927</td>
<td>0.581</td>
<td>0.208</td>
<td>1048.239</td>
<td>0.522</td>
<td>0.285</td>
</tr>
<tr>
<td>LMS</td>
<td>China(fld1)</td>
<td>4441.700</td>
<td>2267.206</td>
<td>836.736</td>
<td>1.029</td>
<td>0.512</td>
<td>0.228</td>
<td>1005.057</td>
<td>0.490</td>
<td>0.292</td>
</tr>
</tbody>
</table>

The application of neural networks has shown a large variation in the size and location of the confidence intervals depending on the parameters used for adjusting the NNs.

The lowest MIEu values for every dataset and method applied were selected. Visual inspection of the MIEu values does not help to determine which of the methods has performed the best since the MIEu values are different for each dataset. Therefore, the dimensionless MIEratio will help us to establish which of the confidence intervals performs best with respect to the random estimation.

Table 2 shows a subset of the values obtained, using $\alpha = 0.05$, sorted in ascending order by the MIEratio, from the lowest value (best method) up to the highest (worst) value. Each row of the table contains the computed values for a specific estimation method and a dataset.
The list of methods shown in the first column are: genetic programming (GP), IB-k for case-based reasoning, Ordinary Least Squares (LR) and Least Median Square (LMS) for linear regressions, Multilayer Perceptron (MLP) for neural networks, model trees (MSP) and RTree for regression trees. The next columns show the MMRE, MdMRE, level of prediction and the MIE. The column SA is the “standardised accuracy” of Shepperd and MacDonell. The MIEratio is the criterion used for sorting the table. Therefore, this table compares the most usual measures of accuracy using the MIEratio as the reference.

It can be observed that the order obtained in the last column is not maintained in the rest of the columns. In this situation the main advantage of the MIEratio is that it is computed with a fixed known $\alpha$, which is essential when comparing estimates obtained from different datasets. The ordering of values that are not matched between the SA and the MIEratio are shown in italics in the column SA.

When establishing an ordering among the estimation methods based on the MIEratio as an accuracy metric, it is observed that the datasets themselves were the main grouping variable in the ordering. This result is in line with some conclusions reported by other authors [57,59], with respect to the importance of the data itself.

### 6. Evaluation of the methods with probability intervals

The final question “Which is the best estimation method?” can stated as “which method provides a probability of the MIEratio closer to 0?.” A good method should have generated a set of values as close to 0 as possible with respect to the random estimation. The data grouped by method provide a source for making these inferences.

In order to compare the methods, the method of the MIEratios is grouped by method and different probability intervals are constructed for each method. The data that we can use to select an estimation method as the best candidate are the values of the MIEratio obtained in the previous sections. In our case there are 5 datasets (not including the Atkinson and Telecom datasets) multiplied by number of folds (3), that is, a total of 15 data points per method. Had we not splitted the datasets into 3-folds, the number of data points that corresponds to the number of datasets would be very low (5) for the analysis. We consider the data of the MIEratios “observational”, hence it is reasonable to generate a probability interval that describes the data distribution.

Probably intervals are different from confidence intervals. Confidence intervals are constructed from a frequentist point of view. The concept of “probability interval” comes from the area of Bayesian inference. A probability interval, usually called “credible interval”, is a range of values in which we can be certain that the parameter falls with a given probability. A 95% credible interval is the range of values in which we are 95% certain that the parameter of interest falls (e.g., the MIEratio, a mean or other). On the other hand, a frequentist confidence interval does not convey a probability distribution. A frequentist confidence interval is based on the long-run frequency of the events. Frequentist confidence intervals are computed with the sample data; the procedure guarantees that in the long run a specific percentage of them (e.g., 95%) will contain the true value of the parameter.

Frequentist and Bayesian methods approach the construction of intervals in different ways, because their purpose and aim are different. A Bayesian credible interval is a posterior probability that the parameter lies within the interval constructed. The reader may refer to [60,61] for a detailed explanation of the differences between frequentism and Bayesianism.

For our purposes, it suffices to say that a 95% confidence interval is a set of values constructed in such a way that 95% of such intervals will contain the true value of the population and a credible interval is a set of values that represent the probability that the parameter under study will lie within the interval. This probability is computed after the data is observed.

A detailed comparison of the construction between these two types of intervals is described by Cowles [62, Chapter 4] and a description of the construction of probability intervals can be found in Neapolitan’s book [63, Section 6.3]. The Bayesian technique is most adequate to make inferences with few data points. It is the interpretation that we are interested in because it is the probability that the true value of the parameter ($\theta$) is in the interval. In some situations both types of intervals (confidence and credible) may provide similar or equal values, but their interpretation is different.

Given the data provided by the MIEratios and grouped by method, we compute three types of Bayesian intervals with the LaplacesDemon package for R [64] and other R code.

- A quantile-based interval that computes a 95% probability interval, given the marginal posterior samples of $\theta$. It is simply the 2.5% and 97.5% quantiles of the samples for the distribution. It doesn’t take the prior distribution into account.
- The Highest Posterior Density intervals (HPD), recommended for asymmetric distributions. It is the shortest possible interval enclosing (1 $- \alpha$)% of the distribution. This interval doesn’t take the prior distribution into account.
- Credible interval based on Metropolis-Hastings sampling with the use of the non-informative Jeffreys prior for a log-normal model, using the R code.\(^2\)

Table 3 shows the intervals computed, using $\alpha = 0.05$. It can be observed that the best HPD intervals are those of GP. LMS provides good results too. By comparing the values of the intervals in Tables 3 and 5 we see more discriminative power in Table 3 due to the scale. This being the benefit of the current approach. Table 4 shows the credible intervals for the means of 10 runs, in order to have a perception of how the methods work under different splits of the data. Each run involves variation of all parameters and a different seed for dividing the datasets. Fig. 7 shows the HPDs for each method.

\(^2\) [http://stats.stackexchange.com/a/33395](http://stats.stackexchange.com/a/33395).

### Table 3

<table>
<thead>
<tr>
<th>Qtile</th>
<th>2.5%−97.5%</th>
<th>HPD low−upper</th>
<th>M-Hast. 2.5%−97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>0.082−1.057</td>
<td>0.029−1.304</td>
<td>0.279−0.787</td>
</tr>
<tr>
<td>IBk</td>
<td>0.114−1.658</td>
<td>0.084−2.006</td>
<td>0.354−0.891</td>
</tr>
<tr>
<td>LMS</td>
<td>0.099−1.261</td>
<td>0.057−1.673</td>
<td>0.267−0.645</td>
</tr>
<tr>
<td>LR</td>
<td>0.147−1.400</td>
<td>0.075−1.577</td>
<td>0.409−1.005</td>
</tr>
<tr>
<td>MSP</td>
<td>0.112−0.806</td>
<td>0.066−0.908</td>
<td>0.275−0.585</td>
</tr>
<tr>
<td>MLP</td>
<td>0.12−1.207</td>
<td>0.09−1.356</td>
<td>0.367−0.971</td>
</tr>
<tr>
<td>RTree</td>
<td>0.161−1.524</td>
<td>0.099−2.126</td>
<td>0.895−7.867</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Qtile</th>
<th>2.5%−97.5%</th>
<th>HPD low−upper</th>
<th>M-Hast. 2.5%−97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>0.108−0.749</td>
<td>0.01−0.764</td>
<td>0.316−0.691</td>
</tr>
<tr>
<td>IBk</td>
<td>0.118−0.881</td>
<td>0.114−0.85</td>
<td>0.362−0.781</td>
</tr>
<tr>
<td>LMS</td>
<td>0.113−0.691</td>
<td>0.106−0.724</td>
<td>0.27−0.559</td>
</tr>
<tr>
<td>LR</td>
<td>0.233−1.232</td>
<td>0.204−3.080</td>
<td>0.582−1.586</td>
</tr>
<tr>
<td>MSP</td>
<td>0.128−0.778</td>
<td>0.125−0.82</td>
<td>0.3−0.595</td>
</tr>
<tr>
<td>MLP</td>
<td>0.182−1.647</td>
<td>0.145−1.99</td>
<td>0.461−0.978</td>
</tr>
<tr>
<td>RTree</td>
<td>0.334−1.962</td>
<td>0.329−2.022</td>
<td>0.775−1.837</td>
</tr>
</tbody>
</table>
The black areas in the figures represent the 95% probability that the true value of the MIEratio will fall within the interval. The values of the HPDs are those of the second column in Table 3.

7. Threats to validity

There are some threats to validity that need to be considered in this study. Construct validity is the degree to which the variables used in the study accurately measure the concepts they are supposed to measure. The datasets analysed here have been extensively used to study effort estimation and other software engineering issues. However, the data is provided “as it is.” There is also a risk in the way that the preprocessing of the datasets was performed but it is common to find such approaches in the literature. Furthermore, the aim of this paper is to show how the EHT approach makes it possible to define the MIEratio and to examine what their probability distributions are. Organisations should select and perform the studies and estimations with subsets of the data close to their domain and organisation since there is no clear agreement if cross organisations data can ensure acceptable estimates.

Internal validity is the degree to which conclusions can be drawn. The holdout approach used could be improved with more complex approaches such as cross validation or “leave one out” validation. A much further range of parameters could have been used to obtain the estimates. However, the computational time makes this difficult in practice. We selected the most important parameters of the algorithms and we used ranges to ensure enough variability of the estimates.

Table 5
Different credible intervals for each one of the 7 methods (α = 0.05) for the data of the SA. Scale is 0–1. Greater values are better.

<table>
<thead>
<tr>
<th>Method</th>
<th>Q1e, 2.5–97.5%</th>
<th>HPD low-upper</th>
<th>M-Hast, 2.5–97.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>0.289–0.804</td>
<td>0.217–0.831</td>
<td>0.47–0.672</td>
</tr>
<tr>
<td>IBk</td>
<td>0.307–0.766</td>
<td>0.297–0.791</td>
<td>0.449–0.597</td>
</tr>
<tr>
<td>LMS</td>
<td>0.417–0.804</td>
<td>0.38–0.822</td>
<td>0.519–0.643</td>
</tr>
<tr>
<td>LR</td>
<td>0.29–0.763</td>
<td>0.258–0.829</td>
<td>0.445–0.61</td>
</tr>
<tr>
<td>MSP</td>
<td>0.268–0.777</td>
<td>0.192–0.794</td>
<td>0.485–0.698</td>
</tr>
<tr>
<td>MLP</td>
<td>0.138–0.741</td>
<td>0.104–0.752</td>
<td>0.345–0.681</td>
</tr>
<tr>
<td>RTree</td>
<td>0.235–0.541</td>
<td>0.225–0.549</td>
<td>0.333–0.471</td>
</tr>
</tbody>
</table>

Fig. 7. High Posterior Density intervals of the MIEratios of the methods.
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8. Conclusions

This work has shown an analysis of the predictive capabilities of different estimation algorithms from the perspective of Equivalence Hypothesis Testing in the context of software effort estimation. The dimensionless measure MIEratio, which is independent of the units of measurements, was defined as a criterion for the assessment of evaluation models.

A probability distribution for each method was generated by grouping all MIEratios by method. These distributions answer the question: How close is the method to the best estimation? The final goal in the estimation task would be to have a perfect estimation, i.e., the absolute residual is 0. Therefore, the lower the MIEratio is the closer we are to 0. The limit for improvement lies at 0, which is the point where the estimations match the actual values and where there is no room for further improvement. The scale (0–∞) used in the MIEratios allows a more clear identification of the differences.

According to the experimental simulations, the best intervals among all techniques, obtained by comparing the High Posterior Density intervals in the datasets used, are those of the genetic programming code and of the linear regression with mean square.
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