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ABSTRACT
This document is supplementary to the paper entitled“Multi-
Objective Software Effort Estimation” [1], which is currently
to appear in the proceedings of the 38th International Con-
ference on Software Engineering (ICSE 2016).

1. RESULTS

1.1 RQ2. State of the Art Benchmark
In this Section we report the results of the Wilcoxon Test

(based on MdAE) we performed in answer to RQ2 [1] (these
results were omitted in our conference paper due to space
limit).

We tested whether there was statistically significant dif-
ference between the Median of Absolute Error (MdAE) ob-
tained with CoGEE and those obtained with CBR, LR, and
CART. The results reported in Table 1 suggest that Co-
GEE is never worse than the state-of-the-art techqniues and
it significanlty outperforms (p ≤ 0.001) the them in 20 out

25 cases always with large effect size (Â12 ≥ 0.93). Thus,
confirming the results evaluated in terms of MAE and re-
ported in our conference paper [1].

CoGEE vs CBR1 CBR2 CBR3 LR CART
China <0.001 (1.00) <0.001 (1.00) < 0.001 (1.00) 1.00 (0.00) <0.001 (1.00)
Desharnais <0.001 (1.00) <0.001 (0.97) <0.001 (0.97) 0.009 (0.66) <0.001 (0.97)
Finnish <0.001 (1.00) <0.001 (0.93) <0.001 (1.00) 0.92 (0.40) 0.78 (0.60)
Maxwell <0.001 (1.00) <0.001 (1.00) 1.00 (0.10) <0.001 (0.97) 1.00 (0.00)
Miyazaki <0.001 (1.00) <0.001 (1.00) <0.001 (1.00) <0.001 (1.00) <0.001 (1.00)

Table 1: RQ2. Results of the Wilcoxon test (with

Â12 effect sizes in brackets) which compare the Me-
dian of the Absolute Errors (MdAE) for our algo-
rithm, CoGEE, to those for the state-of-the-art tech-
niques, CBR1–3, LR and CART.

1.2 RQ3. Multi-objective Benefit
In this section we report the figures of Pareto Fronts we

produced in answer to RQ3 [1] (these results were omitted
in our conference paper due to space limit).
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Figure 1.2 shows the pareto fronts obtained in the 30 runs
by using CoGEE and the single objective algorithms (i.e.,
GA-IC, GA-SAE).

We can observe that often none of the solutions produced
by the single-objective algorithms lie on the pareto front,
indicating that CoGEE allowed us to obtain the best re-
sults in terms of both CI and MAE on all the datasets we
considered.

Figure 1.2 shows the pareto fronts obtained in the 30 runs
by using CoGEE and the multi-objective algorithm NSGAII-
UO, respectively. We can observe that the solutions pro-
vided by NSGAII-UO are far away from the optimal front for
all the datasates considered. These results hold also when
we use under and over estimates as evaluation criteria to
compare the pareto fronts. (see Figure 1.2).
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Figure 1: RQ3.1 Multi-objective Benefit. For each dataset we report the Pareto Fronts (in terms of CI and
MAE) obtained by CoGEE, GA-SAE and GA-CI over 30 executions.
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Figure 2: RQ3.2 Multi-objective Benefit. For each dataset we report the Pareto Fronts (in terms of CI and
MAE estimates) obtained by CoGEE and NSGAII-UO over 30 executions.
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Figure 3: RQ3.2 Multi-objective Benefit. For each dataset we report the Pareto Fronts (in terms of over-
and under- estimates) obtained by CoGEE and NSGAII-UO over 30 executions.


