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Abstract   Managing information risk is a complex task that must continually adapt to business and technology 
changes. We argue that cloud computing presents a more significant step change, and so implies a bigger change 
for the enterprise risk and security management lifecycle. Specifically, the economies of scale that large 
providers can achieve are creating an ecosystem of service providers in which the marketplace (rather than 
consuming enterprises) determines security standards and properties. Moreover, the ability to consume high-
level services from different environments is changing the nature of one-size-fits-all security policies. At HP 
Labs, we are doing research on developing trusted infrastructure that will exploit and improve security 
management in the emerging cloud architectures. We are developing and using economic and mathematical 
modelling techniques to help cloud stakeholders make better risk decisions, and we are pulling these pulling 
these strands together to establish principles and mechanisms that will improve and enable federated assurance 
for the cloud.  

6.1 Introduction 

Managing IT risks remains a significant challenge for most companies, yet most companies are ever more 
reliant on IT. A typical company will have a vast number of activities, policies, and processes that help manage 
and mitigate digital risks. Ideally, these would be viewed as part of a coherent strategy wrapped around a 
security or risk management lifecycle. The complexity of the IT stack from network through to application and 
users means, however, that tasks tend to be carried out in isolation. The typical risk management lifecycle 
involves risk assessment, setting policies to mitigate these risks, implementing controls and running systems in 
accordance with these controls, and monitoring and audit to ensure risks are mitigated. The monitoring of risks 
can provide better information to understand the emerging risk situation. Moreover, having an integrated view 
of risk across the lifecycle and technology stack should improve risk management so that risk assessment can 
adequately assess technical controls and human behaviour, and the technical controls can be designed to be 
responsive to the changing risk landscape. 

Cloud computing is not just another technology evolution to which this lifecycle must react. Rather, it brings 
a fundamental shift in how IT services are procured and provided. In this chapter, we argue that the use of cloud 
moves a company from a position in which it is largely in control of how it manages IT risks to one in which it 
is reliant on others as stewards of its information, charged not only with caring for its basic security information 
security ⎯ confidentiality, integrity, and availability (CIA) ⎯ issues, but also with respecting its objectives and 
ethics. We believe that cloud computing will become far more than a scalable computing platform and that an 
ecosystem of business-level cloud services will emerge [8,44,45]. As this ecosystem grows, it will enable 
companies to adapt their business models, based on innovation in the business services ecosystem. This will 
only be possible if companies are assured that cloud service providers will act as good stewards of their data and 
regulators ensure that the overall ecosystem is sustainable and resilient to shocks [8,44,45].  



Many companies have outsourced parts of their IT operations, and even their IT and risk governance 
functions. This has the effect of breaking up the lifecycle, with each service provider taking responsibility for 
different aspects. Contractually, however, the company remains in control. Cloud is different. Each cloud 
service provider must scale its operations to run services for many companies. Indeed, this is how we expect to 
cost benefits to be gained, and has the implication that cloud services will be standardized, with terms and 
conditions defined by the service provider rather than negotiated between a company and an outsourcing service 
provider. From the perspective of engagement with a services ecosystem, there is a change in the procurement 
model. No longer do we see an IT stack that operates under a set of security policies; instead, we procure 
business IT services with appropriate terms and conditions. This enables smaller service providers to participate, 
running their services based on cloud platforms provided by the large IT service providers. This already creates 
a service supply chain which can become more complex as services are bundled. For example, a complete 
financial operations service could be offered by combining the offerings of smaller service providers running 
accounts payable, accounts receivable, and general ledger services. Complex supply chains complicate the 
stewardship concerns [8,44,45]. 

In this chapter, we consider how enterprises currently manage their IT risks and how this will need to change 
as cloud computing emerges and is adopted. Cloud adds complexity to the information risk lifecycle. Companies 
no longer control all the security activities, or even have visibility of them, and, when a company uses an array 
of cloud services, each will have its own sets of policies and procedures, and be based on different underlying 
technologies. We must therefore develop richer ways of assessing and managing information risk. We see three 
significant areas that must be addressed: 

1. Understanding risk: Moving to cloud will remove control and flexibility from the users of services, 
meaning better risk planning must be achieved prior to contract negotiation and service initiation. From an 
enterprise perspective, we have been using ideas from economics, mathematical modelling, and simulation 
techniques to gain a better understanding of risk [46]. We provide a case study that uses these techniques 
showing how they help security decision-making and discuss the approach [11]. As the cloud develops 
businesses will rely on a complex set of interrelated services and as such when managing risk we need to 
understand the resilience of the overall ecosystem [25]. We will discuss how we are extending our current 
modelling approach to help these new kinds of risk analysis and decision [8,56]. 

2. Need for monitoring and assurance: Security may well be improved in the cloud, particularly for 
companies who lack a mature security management methodology, provided companies understand that their 
risks are being adequately managed. As IT functions are spread across the cloud, companies will need not 
only event monitoring systems that cross the cloud boundaries, but also assurance systems that demonstrate 
that each service provider is maintaining their required security policies and that the combination adequately 
manages risk. Here we may see a movement to automated audit and the sharing of audit information [3,4,5] 
rather than the expensive manual audit process. 

3. Better Infrastructure: It is hard to get an accurate picture of what is happening through monitoring and 
assurance. An alternative approach is to have an infrastructure layer that enforces policies and provides 
attestation. Here we look at how developments in trusted infrastructure (TI) will change the rules for risk 
within the cloud. We will draw from previous work on TI see [43], where virtualization and TCG  [47,54] are 
combined to provide mechanisms to attest to system properties, draw boundaries around services, and allow 
policies to control data flow. We have recently started a ‘Trust domains’ project1 to build on these ideas, 
further exploring the required technologies and linking it to the previously mentioned modelling and 
simulation. These technologies could be used to create trust domains, with predictable expected behavior, 
that span multiple service providers and so help re-establish a company’s control of its risk lifecycle. 

Section 6.2 starts with a general overview of typical enterprise architecture and operations and uses this to 
frame and discuss the risk and security lifecycle. We then focus on risk analysis and decision making, covering 
standards and state of the art, and leading on to case studies we have done using techniques from economic and 
mathematical modelling. The main contribution of the chapter is in Section 6.3. We start with a discussion of 
how cloud changes the kinds of risk analyses and decisions that must be made. Section 6.3.2 provides a 
significant description of information stewardship and why we think it is an important expansion of information 
security. In Section 6.3.3 we provide an example where we have used a real options switching model to help 
enterprises frame the problem they have when they consider using cloud services. Much of the value of this 

                                                             
1 ‘Trust Domains’ is a collaborative project funded by the UK’s Technology Strategy Board and EPSRC. It is 

led by HP Labs and includes the Universities of Aberdeen, Birmingham, and Oxford, and Perpetuity Group. 
  
 



model is that it frames the uncertainty that business and IT managers must handle ⎯ which we relate back to 
stewardship. In Section 6.3.4, we review our early work, looking at how to model the ecosystem and how this 
will facilitate decision making for all cloud stakeholders. Section 6.3.5 considers  and shows the impact that 
trusted infrastructure will have on security and risk analyses. The new layers of relationship and technology will 
mean providing assurance will be both harder and more important. Section 6.3.6 relates both the stewardship 
and architecture research to challenges and solutions for assurance. Finally, 6.3.7 ties all these points back to the 
risk lifecycle we see for cloud computing. Section 6.4 describes our future directions, which largely tie in with 
our ongoing collaborations in the Cloud Stewardship Economics and Trust Domains projects, both funded by 
the UK Technology Strategy Board. 

6.2 Background 

Within this chapter we argue that cloud will fundamentally change the way in which enterprises consume IT, 
radically changing aspects of their current security lifecycle and security decision-making. We start by looking 
at current enterprise IT architecture and how this will change as business services emerge in the cloud. We then 
review the current best practice for enterprise security management along with research aimed at improving the 
security decision-making  

6.2.1 Enterprise Architecture and Cloud 

Before looking at risks and the way the security management lifecycle must change, it is useful to consider 
the current enterprise IT stack and the transformations of it that may happen with cloud. Most large companies 
will have built up a complex mixture of legacy data centers, infrastructure, and applications. Many will have 
gone through centralization and consolidation efforts, which will have produced rationalized and documented 
enterprise architectures [2,51]. Even if not, the IT layers and management controls described here are fairly 
typical and indicative of the architecture. Our point is that, more so than previous technology and service trends, 
cloud computing is radically changing this architecture. 

A typical company will have a set of IT services supporting its business processes such as finance, supply 
chain and order management processes. These may be standard applications although they will often have 
undergone considerable customization to fit with the company’s business processes. That is, new applications 
will be rolled out to support new or changing business processes, the number of interfaces between applications 
will grow, and different applications and components will often be administered by different IT teams. 

Many of these enterprise applications sit on middleware platforms that provide a variety of services such as 
identity management, messaging, and databases. These services are often critical to the security of the enterprise 
and can be difficult to manage effectively. For example, frameworks such as COBIT [36] commonly identified 
access management as a risk, but since most enterprises have a complex mix of centralized provisioning and 
single-sign-on, with distributed application and component access control lists, it is often difficult to provide 
sufficient assurance [4]. 

Below the middleware sit the datacentres that provide compute power and storage. The datacentre 
administrators will often run the back-end operating systems, manage the physical hardware and its security, as 
well as run some pieces of middleware, such as databases. A large company will have a number of 
geographically dispersed datacentres to enhance resilience. Companies will typically have a separate IT teams 
running each of the network and the client systems (laptops), and another managing their operating systems. 

There are standards that help companies manage their IT stack. ITIL [41] sets out a number of strategic 
planning and operational processes that should be followed to ensure the smooth running of an enterprise IT 
system. The security team will set policies across all these IT layers to ensure that risks are mitigated. They will 
often work with standards such as COBIT and ISO27000 [35] to help them design a comprehensive security 
management system. In addition to considering all these layers and teams, the setting of a security policy is a 
negotiation between the business, the operational staff, and the security team. Many enterprises have risk 
committees to review decisions and provide a way to informally discuss trade-offs between the different needs 
of a business. 

We can see the structure of cloud computing emerging in a similar way; see Figure 6.1. Looking at the NIST 
definitions [42], we have Infrastructure-as-a-Service (IaaS) providing the basic datacentre capabilities; that is, 
the compute power and storage. As we move up the stack, we have Platform-as-a-Service (PaaS); that is, where 



the service provider runs middleware on top of the infrastructure. Then we have the Software-as-a-Service 
(SaaS) layer providing the applications to run the business processes. Some would argue that we should talk of 
Process as a Service which allows a number of applications to be combined to support a business process or 
even of Humans-as-a-Service (HaaS) where services are augmented with people’s skills. 

 

 
 

Figure 6.1 The structural components of enterprise IT and cloud computing 

Traditionally, many companies have struggled with running their own IT systems — or do not see it as their 
core competence — and this has led many to follow IT outsourcing strategies. That is they hire a company to 
take on their IT systems and deliver them as a service. Typically, this will be involve a big deal and bespoke 
contracts will be drawn up setting out terms and conditions that meet the customer’s needs [20]. When needs 
change, these terms and conditions can be changed, albeit at a cost.  

Cloud provides a very different model of control. Cloud providers aim to provide scalable services at low 
cost — much lower than through outsourcing — and this can only be achieved by offering the same application 
and terms and conditions to many customers. Thus a cloud service provider may offer a small menu of choices 
rather than designing and running bespoke services. The result is a customer can no longer control the terms and 
conditions, including security policies, used in running a service. Control over this has switched from the 
customer to the service provider and customers must rely on service providers to be good stewards of their data. 

Companies seeking to move their IT operations to the cloud could consider just moving their applications 
onto an infrastructure or platform as a service provider’s systems. This would relieve them of the need to buy 
hardware and help them scale their compute and storage needs. One of the current models for enterprises using 
the cloud is to offload compute-intensive tasks. In these cases, security (i.e., confidentiality and integrity) and 
availability (cf. sensitivity and criticality) are not normally critical. An alternative usage model is where a 
company will seek to get some of its enterprise applications from the cloud; for example, looking to 
salesforce.com to provide a customer relationship management system.  

Rather than going to the basic platform providers, a company might directly procure its business services. 
This would relieve companies of many of their IT functions although they would still need to perform network 
and client management. As this happens, the ability to provide robust messaging and identity services across a 
range of different business-level services becomes critical. 

Considering how cloud systems have been emerging, and in the interests of conceptual clarity, we have 
chosen to work with a simplified three layer model as a basis for our discussion; see Figure 6.2). Here we 
combine the infrastructure- and platform-as-a-service into a cloud-platform-provider layer. We believe there 
will be a limited number of companies offering such services due to the massive investment costs needed to 
build datacentres. The presence of such cloud platforms will allow a large number of small software developers 
to offer their products as services in a cost effective manner. The third layer of our cloud model is companies 
that consume services2 or platforms. We develop this model further both in [8] and later in this chapter.  

                                                             
2 Throughout this chapter, we are concerned with how companies use the cloud and ignore consumer cloud 

services. 



6.2.2 Pre-cloud Enterprise Risk Analysis and Decision-making  

Even without the cloud, year on year enterprises see more failures and attacks, meaning they are compelled 
to spend more on information security. However since resources are limited, organizations need principles and 
guidance for how much and where to spend on security. The common answer is that it should be based on risk 
— that is, focus resources on highest impact and likelihood events. 

 

 

Figure 6.2 The typical enterprise risk management lifecycle 

Ideally, an organization would drive all security investment and operations from a risk perspective, but a 
challenge to this is that there are many other stakeholders, incentives and processes with which risk choices 
have to live. That is, in theory (and to some extent practice) an organization will follow a lifecycle such as that 
in Figure 6.2, whereby business driven risk assessments set the context and priorities for security controls, 
policies and investments, which in turn guide infrastructure procurement and operations, and the monitoring and 
audits of the IT environments test whether the controls are effective and mitigating risks thus closing the loop. 
There are many standards and frameworks to help govern and apply best practice through the lifecycle, such as  

- the ISO27000 [35] series of standards for information security that provide a framework referencing 
known security best practices, and how to organize them in a coherent governance framework, and  

- COBIT [36] that sets out control objectives for IT from a business perspective and complements the 
slightly more technical focus of ISO27000. 

Complementing these there are several methodologies [52] that aim to help organizations perform systematic 
evaluations of their IT risks. Typical steps include: 

- A scoping phase to determine the nature of the risk; that is, assets, components, and boundaries. For 
digital information and services that depend on many layers of abstraction, and distributed inter-
dependent systems this can be a difficult and subjective task;  

- A threat analysis, where the attacks, motivations, opportunities, and vulnerabilities are considered;  
- An analysis of the likelihood and impact of any of the threats occurring, which in turn guides 

prioritization and choices as to whether to accept, mitigate, or transfer risks. 
The standards and frameworks are extremely useful and relevant. In practice, however, there are still many 

challenges applying the described principles in specific complex environments, primarily because 
- the teams procuring and running infrastructure are under pressure to improve and maintain service 

levels which often work against the risk priorities,  
- performing risk analyses that take account of all the trade-offs is inherently difficult,  
- the enterprise architecture and processes are always changing, making assumptions made during risk 

analysis out of date, and  
- many complex IT environments rely very heavily on human behaviour — and we lack rigorous ways to 

incorporate this into risk models. 
There is a lot of current research looking at many of these problems. See [49] for examples of work seeking 

to integrate insights from human behaviour or psychology. [28,14] are specific examples of recent research on 
how better to integrate knowledge of human behaviour into the analysis of risk. There is also research on the 



economics of information security, ranging from showing how to apply standard (business understood) return 
on investment cases for security investment [30] to the application of sophisticated utility functions [31]. 
      HP Labs has developed the idea of combining economic and system models to help organizations with risk 
assessment, security analysis, and decision-making;3 see [46]. Economic models, represent as utility functions, 
are used to help stakeholders think about and share their preferences and priorities for different business 
outcomes. We then use structural models to help stakeholders think about and share their assumptions for how 
different investment and policy choices will affect the outcome. Finally, we use a discrete process simulation 
tool [22,24] that allows stakeholders to explore and predict consequences of their different assumptions. Figure 
6.3 provides a schematic of this methodology. 

 

Figure 6.3 A framework for using economic and system models to support organizational decision-making 

 
HP Labs has also conducted a series of customer case studies [7,48] to develop and refine this process. An 

early example was to help a large enterprise decide between a range of policies and investments to manage risks 
from software vulnerabilities, see [11]. 

Most large organizations have evolved a complex set of processes and technologies to deal with software 
vulnerabilities. These include testing and deploying patches over multiple environments and regions, deploying 
and updating anti-virus signatures, reliance on gateway and network boundaries and protections, intrusion 
prevention systems, processes to accelerate patching processes and so on. The risk question was whether to 
spend more resources to improve the effectiveness of all these controls and, if so, where. More specifically, 
should the organization invest in some new host-based intrusion-prevention technology, invest to improve the 
patching process, or spend the money on other (perhaps non-security) projects. 

The first task is to find some components and abstractions that to help the stakeholders to think about the 
complex system. In the given study, it was decided that it would be useful to model how long (typically) it takes 
to mitigate risks from a known vulnerability. The team separated aspects that were under the control (or 
influence) of the organization (how fast they patch, when signatures would be deployed) from external factors 
(when vulnerabilities are publicly disclosed, when vendors release patches, when malware starts spreading). 
They then separated out concurrent processes that effect risk mitigation (i.e., testing, patching, signature 
updates) and to discuss how architecture and decisions (typically) affect their progress. The result was 
something like that which is represented in Figure 6.4. 

                                                             
3 Much of this work was based on the UK Technology Strategy Board-funded Trust Economics project, with 

partners from University of Newcastle, University of Bath, University College London, Merrill Lynch and 
National Grid. 



 

 

Figure 6.4 Structural components of a typical vulnerability management environment 

 
The structural models already help ensure shared understanding between stakeholders, so they can discuss, 

say, whether scheduling is significantly delaying patch testing, or when and how often the assessment team 
accelerate patch processes. However, with such a complex system of inter-dependent concurrent processes, and 
actions it can be very difficult to see or reason about the cause and effects. To address this (using best available 
assumptions and empirical data) we use Gnosis [21,22,23,24] to create an executable mathematical model of the 
system.4 Using Gnosis we can run Monte Carlo-style simulations to explore the interactions and their effect on 
time to mitigate risks. By varying parameters stakeholders can see the (model) predicted effect of different 
investment choices. Results are typically shared as histograms showing, say, the difference in time taken to 
mitigate risk for different investment choices. For example the results show quantitatively how an investment in 
HIPS should increase the number of early mitigations, whereas similar investment in patching will reduce the 
long tail of vulnerabilities that take a long time to mitigate. This would be a simplistic initial result, and further 
experiments can explore the effect based on different assumptions about the threat environment, or to 
differentiate on different types of mitigation. 

So far, this example has only discussed the effect on risk mitigation. Most security decisions involve multiple 
trade-offs between mitigating different kinds of risks, maintaining services, and minimizing costs. To formulate 
this, we encourage stakeholders to define a utility function expressing their preferences between the multiple 
outcomes, building on the approaches to decisions with multiple objectives developed by Keeney and Raiffa 
[39]. We have developed some simple tools for preference elicitation and then use the system models to explore 
the effect of different security choices on these other outcomes, see [13]. 

Our experience is that focusing, via systems models, on the utility (of outcomes) provides a constructive way 
to engage multiple stakeholders (with different knowledge and incentives) in the complex process of risk 
assessment and choosing security investment and policy. Providing evidence for this is difficult as 
organizations, people and problems vary so much. We have done some preliminary studies that suggest our 
methodology affects the justifications security professionals might use, which fits with why it might be useful 

                                                             
4 Gnosis is a discrete process modelling language that (partially) captures a discipline of mathematical 

systems modelling based on mathematical models of the concepts of location, resource, and process (all 
modelled using algebraic/logical tools) and environment (modelled stochastically) [21,22,23,24].  



for multi-stakeholder decision making, see [50]. We are currently looking at further cognitive studies to generate 
more precise hypotheses for how and why economic and system modelling affect security decisions. 

Part of the problem is that many security problems (like patching components and network security) are 
about mitigating risks on infrastructure that many applications rely on. Business stakeholders find it easier to 
reason about motivations and impacts of application failures, rather than on the complex dependency of many 
applications on shared infrastructure. One helpful outcome (from a risk perspective) of the shift to cloud 
computing is the ability to consume software-as-a-service from multiple environments. Although there will still 
be complex inter-dependencies between applications, it is helpful for a business to analyze discretely the risks 
for different applications or, conversely, to be able to look at the impact of infrastructure failures in the context 
of the only/few applications running on it. We shall return to this point when we discuss trusted infrastructure, 
which also allows us to de-couple risk analyses at different layers, so simplifying the whole problem. 

This section has described some of the challenges enterprises face in aligning security policies and 
investments to business priorities. We have argued that, in some cases, the shift to cloud computing may 
disaggregate typically complex enterprise architectures (and so simplify risk analysis). Conversely, however, in 
the current lifecycle (even when outsourcing), the organization at least maintains control of all the components 
and services. The emerging problem with cloud computing is that organizations will lose this control, and will 
rely on a number of firms making different choices about how the applications and infrastructure holding their 
data and executing their transactions will be defended. It will be a bigger challenge to help businesses create 
effective risk and security strategies whilst tapping into the flexibility and cost structures of cloud computing. 

6.3 Risk and Security Management in the Cloud 

Moving to the cloud does nothing to reduce dependence on IT; instead, it means that a company is dependent 
on service providers to do the right thing and act as good information stewards. That is, enterprises must rely on 
others to manage their information and the processes that create, maintain, and use the information. The shift of 
control over policy, operational, architectural, and assurance options from the customer to the cloud service 
provider means that the customer must employ careful risk planning to choose the service that offers the best 
trade-off between the service provided, the level of risk, and the cost.  
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Figure 6.5 Security lifecycles where an enterprise must rely on other services to be stewards who must run a good security 
management lifecycle; these in turn may depend on a service supply chain; assurance information should flow back 



Instead of running one security management lifecycle, an enterprise now must rely on a multitude of service 
providers, each running their own security lifecycle (see Figure 6.1). An enterprise is then faced with two issues: 
firstly, to decide on whom to trust for what service, and how much information they need about that company’s 
lifecycle; and, secondly, how to gain a coherent overview of its risks. These issues are at the heart of the 
transformation of the security lifecycle as enterprises move to cloud. Here we argue that as the lifecycle breaks 
up and changes, companies need better risk planning methodologies (Sections 6.3.1 to 6.3.4), better architectural 
support (Section 6.3.5) and better assurance (Section 6.3.6). That is each of the individual elements of the 
security management lifecycle need improving in such a way that allows a company to understand the risks to 
which each service is subject and hence get this joined up risk view. Here we look at each of these three areas 
separately before bringing the discussion back to the overall lifecycle.  

6.3.1 Decision-making about Risk in the Cloud 

Although companies will often have some form of IT risk planning, security is often reactive to events. This 
may be inevitable, both due to the ‘arms race nature’ of security as well as the fast pace of technology 
innovation and change. A company’s ability to adapt its security to circumstances relies on the ability to control 
security policies and infrastructure. As cloud services are used this ability to react is very much reduced. As one 
of many customers of a service it can be hard to influence service offerings and switching between services can 
be expensive (especially if there are no standardized data formats). That is, there is a danger that customers get 
locked into a particular provider or de facto standard service models — hence the need for good initial risk 
planning.  

Part of this risk planning must take account of the opacity of the service and what assurance information is 
available to the customer to ensure that the promised levels of service are maintained.5 In performing this risk 
planning, companies and their security officers need a much richer concept of stewardship. The must consider 
more factors than just the confidentiality, integrity, and availability of services that they would manage to 
internally. In particular, we would argue that they must consider about the objectives of the service provision, 
the ethics of the associated business decisions, and the sustainability and resilience of the services on which they 
depend [8]. 

Earlier in this chapter, we discussed the current enterprise IT stack with separate services all built on top of 
horizontal middleware, datacentre and network offerings. Security has become hard in this world (arguably, it 
always was [1]) since a security policy in a datacentre must be sufficiently strong to provide the sought level of 
protection, but not too disruptive of enterprise applications. Communicating the technology risks and the 
business needs up and down this stack has often proved challenging. This interconnection and dependency has 
made it hard to take an economic approach to security because of the difficulties in articulating changes in 
service levels and risk levels within one-size-fits-all policies.  

Cloud offers a different way to procure IT services. Now each service can be thought of as a separate entity. 
Cloud does entail a degree of loss of control and ability to react, and hence the need for more up-front planning, 
so complicating the decision-making aspects of the lifecycle. However, the ability to focus on a single service 
and drop the one-size-fits-all infrastructure security policies typically simplifies each decision. Looking at each 
service separately means we can get a much clearer understanding of the trade-offs between risk, service level 
and cost. Thinking of services in this way provides a more modular way to think of security hence simplifying 
decision-making. However, much of the complexity is hidden in the way the service is delivered. 

As businesses start to use the cloud for critical business functions, we believe that an eco-system of service 
and platform providers will start to emerge. A company may just worry about the way service providers they use 
manage risk but they should also worry about the overall resilience within the ecosystem. A simple example of 
this need arises in the construction of service supply chains, where one service provider uses others to provide 
parts services and platforms to deliver the underlying IT infrastructure. Risks may emanate from failures of any 
of these services, even though such failures may be unknown to the end-user. Other risks can occur because of 
interdependencies between service providers and the resources (e.g., investment capital and skilled staff) upon 
which they rely. As with enterprise IT, where risks occur because of the complexity of the infrastructures, we 
believe modelling decisions in the cloud ecosystem can help us gain an understanding of these risks. 

The emergence of a cloud ecosystem will represent a major shift in the way in which enterprises purchase IT 
provision. This means that the surrounding environment will change and, in doing so, it will cause shocks to the 

                                                             
5 This is particularly important for security processes, where failures may not be obvious or not until a serious 

incident has occurred. 



ecosystem. Criminals will start to see concentrated value in certain services and may invest considerable 
resources in attacks.  Regulators will be concerned about the stability of companies and their ability to deliver 
services and, so, rules, regulations, and laws will eventually catch up with the emergence of cloud. In turn, 
enterprises thinking about the risks of procuring from the cloud will also be taking into account implicit 
assumptions about the sustainability and resilience of this ecosystem. 

In the next section, we explore each of these themes and consider the use of models to help understand 
assumptions, risks, and decisions. 

6.3.2 Information Stewardship 

Typically, when thinking about security, people think of confidentiality, integrity, and availability (CIA) as a 
distinct and complete set of declarative properties [15] that, to varying degrees, system managers will seek to 
maintain. Pym et al. [32,33,34] introduce the idea that these elements can be combined along with cost to form a 
utility function for security decision-making that characterizes the relative extent and form of the managers’ 
preferences between the various properties. When we start to think about how risks are managed around cloud, 
it is still useful to think about the CIA concepts but we need a wider conceptual framework to understand the 
implications of stewardship. Information stewardship for a cloud service needs to include additional concepts 
around management and duty of service (i.e., the appropriate achievement of the agreed objectives), the 
supervision of values and respect for ethics, along with the long-term sustainability of services and their 
resilience to rare-event shocks.  

In choosing a service, a company must think about whether the service provider will act as a good 
information steward or, more accurately, a good-enough steward for the required service and at the given cost. 
In doing this, the risks associated with the service must be considered. A customer may place few stewardship 
requirements on a service storing encrypted data whereas the requirements for a service running his financial 
processes will be much greater. Some aspects such as the ethics of the service provider may have a wider 
consequence than just the service being used. A manufacturing company’s reputation could be hugely damaged 
by the use of child labour for even a small part of one of its products. In the same way, the use of a service 
provider who appears unethical could cause damage to wider the ecosystem rather than just to service in 
question. As a first stage in looking at stewardship of the service, the service provider’s identity must be 
checked. Are they whom we expect them to be, is the company financially solid, are they owned by our 
competitors? In establishing their identity, we must also establish the jurisdiction under which they operate. 
Some of these basic checks must be done before looking more deeply into the stewardship concepts. 

The information steward is responsible for maintaining the usual CIA properties, along with maintaining data 
privacy, and as such we would expect that he would run the normal information security processes. For 
example, running vulnerability management processes, ensuring access to information is controlled and 
ensuring software and hardware is of sufficient quality. The effort put into each security process must be traded 
off against the cost, the service provided, the value of the data, and risks when things go wrong. As well as 
trying to maintain these basic security properties, the steward must communicate how much effort he will make 
in achieving this trade-off. Models such as the one described in Section 6.2.2 could help form the basis of this 
communication. 

Establishing the boundaries of stewardship is also important. For what, exactly, is the steward taking 
responsibility? For an enterprise service being moved into the cloud, the service provider will be acting as an 
information steward both for the basic information and for the way in which the transactions are handled, but the 
enterprise will probably still remain responsible for managing the identities and rights of its staff access when 
they access the service. Care should be taken that the stewardship boundaries and hence responsibilities are 
clear. 

Even with the best technologies, management and risk planning there will still be security incidents. The 
information steward will have responsibilities around managing such incidents and keeping the service users 
informed. However, the use of a steward will not reduce the accountability that the enterprise has for ensuring 
their data (e.g., PII that they hold) is secured. In looking at stewardship we need to look at what happens when 
things go wrong and how incidents can be jointly managed to reduce loss and damage to reputations. Incidents 
that happen to one customer using a service provider may cause reputational damage to others using the same 
service — so it is the duty of the information steward to maintain their reputation. Disclosure may become an 
important aspect of stewardship forcing those acting as information stewards to disclose incidents publically. 
This has become the case in the USA [55] for personally identifiable information where disclosure policies 
support a loose regulatory environment.  



Businesses need services to run constantly or continuously over time and to remain fit for purpose. This 
means that they can be relying on services for long periods of time. In looking at the information stewardship 
offered by a service a customer should think about these long-term requirements: 

• Will the service respond appropriately to changes in the threat environment? 
• Will the service respond appropriately to regulatory changes? 
• Will the service itself change as needs change? For example, we would expect an accountancy service 

to change its rules as accounting standards evolve;   
• Are there good (cheap, efficient) exit routes if things go wrong or other changes are needed? 
• What measures can be taken when things go wrong (arbitration, law)? 
• What happens if the service provider is taken over or spun out as a separate company? 

In addition to thinking about stewardship at the level of an individual service, we also need to consider the 
overall stewardship of the cloud ecosystem. Here we must consider the properties of sustainability and resilience 
[19] provided by the overall system. The influence needed for this level of stewardship will be beyond the 
individual participants, except perhaps the large platform providers. However, regulators, or clubs of service 
providers or users, may form in order to set rules and ensure appropriate overall stewardship of parts of the 
ecosystem. 

6.3.3 Migrating to Cloud 

As business-level cloud services start to emerge a business will be faced with a decision: should it keep using 
its current IT systems or should it switch to using cloud services and, assuming so, which cloud services to use. 
The decision may be to move all IT to the cloud but a more likely and recurring decision will be whether to keep 
an internal application running or to replace it with a cloud service. This decision will often be triggered by a 
business need to upgrade an application. Clearly information stewardship should be part of that decision but a 
company needs a framework for thinking through the decision. 

In Section 6.3.2, we discussed the need to frame security decisions with a utility function [32,33,34] that 
allows stakeholders to trade off different aspects of security, such as confidentiality and availability, as well as 
considering cost. In Section 6.2, we discussed how security policies tend to apply across the board, so that one 
decision will affect many parts of the business. If cloud decisions relate to single services, then security 
decisions can become more modular, and so simpler. That is, when a security decision affects many different 
aspects of a business it can be hard to estimate the cost and productivity effects. Isolating these factors to a 
single service can help focus the decision. Conversely, moving a single service to the cloud may still have wider 
impacts on the wider enterprise IT. For example, moving many applications out from a company’s datacentre 
will reduce the economies of scale, increasing costs for those that remain. In other ways, the cloud decision is 
more complex in that the decision to move encompasses factors representing business decisions, as well as cost 
and information stewardship factors. 

Formalizing preferences in a utility function provides a framework for comparing the different values that a 
company would get between different cloud services options or the internal IT option. It allows an enterprise to 
express how it wishes to value a gain in one factor, such as business value, against a loss in a stewardship factor. 
It can then use this function to look at the different service options’ terms and conditions.  

This still leaves the question as to the optimal time to switch to a cloud service, assuming it offers better 
utility. That is, even if the cloud service offers better immediate utility, there may be greater longer-term utility 
in using the option to wait (until company finances are better, or until uncertainty relating to the value is 
reduced). A cloud switching model, using real option theory [53], has been developed in [56] to explore this 
question. The problem of whether to use a cloud service is expressed as a choice between staying with internal 
IT, switching to a cloud service, or opting to wait (and monitor).  

An advantage of this framing is that much of the financial economics relating to discount rates and the time 
value of money can easily be reused. That is, most real option models take account of the fact that decision-
makers will have different cash flow, levels of capital, risk appetite, and patience for a return on investments 
made. This makes it natural to show, for example, how a large oil and gas firm with huge reserves, used to long 
cycles of investment, will feel quite differently about utility than, say, a start-up having little capital and worried 
about whether it will be in business in 12 months’ time. 

Clearly, there is uncertainty over security and stewardship, and the switching model [56] allows these issues 
to be framed as affecting uncertainty over the value the business can achieve with each decision option. For 
example, an enterprise will have some (but not complete) confidence in internal IT’s ability to keep up with 
regulations and the threat environment. They will likely be more uncertain about whether using the cloud 



service will enable them to maintain security and compliance. Moreover they will implicitly be concerned about 
all the information stewardship points discussed in Section 6.3.2.  

Finally, there is clearly potential value in having an option to wait to decide. As time passes it will become 
clearer whether early adopters are having success, whether security incidents are more common and whether it 
seems resilient and sustainable. For some firms the value will be high enough to warrant early adoption, for 
others it will be a clear no, and for others a wait and see approach will be appropriate. 

It is not that the model provides accurate predictions about the outcomes, but rather that it frames the 
assumptions, so that stakeholders can debate the options and trade-offs appropriately. Moreover, it is also not 
that decision-makers are unaware of all these aspects to their decision options, but, as discussed in [50], there is 
significant value in bringing all the issues together in an appropriate way. 

In discussing this model with cloud stakeholders, many raised the question of being able to explore the issues 
of lock-in (being tied to a particular cloud provider) and the ability (ease) of switching back to previous states. 
These can be treated as uncertainties within the current framework, but it is also natural to consider the 
economic models that explore precisely this situation, see [38]. As discussed in the ‘Future Directions’ section, 
below, our current work in this area is focused on testing and refining this type of model stakeholders, and as 
part of this we are looking at these iterative migration models. 

As cloud services start to emerge, a company will need a framework for thinking about when it should start 
to use a cloud service and which service is the most suitable for it. Taking a utility theory approach forces the 
company to think about the different outcomes of the decision and how they may trade off against each other. 
The framing provided by the ‘cloud switching’ model [56] provides a way to think about the costs of moving 
service as well as uncertainties associated with the utility. Much of this uncertainty may come from the loss of 
control and the need to rely on others to be good information stewards.  

6.3.4 The Cloud Ecosystem 

A company can try to choose a cloud provider that best meets its needs, including one that it believes will be 
resilient to failures. Each service, however, sits within an ecosystem of other services, service customers, and 
cloud platforms, and their success and resilience may well be affected by the success and resilience of other 
services. Within the ecosystem there will be limited sets of available resources, for which each service provider 
must compete if it is to be successful, and each service provider will work hard to develop its own reputation. 
However, news of incidents — and the overall reputation of the cloud ecosystem — may swamp their branding. 
Finally, there will often be a service supply chain within which a service provider relies on other services and 
cloud platforms to allow it to deliver the contracted service. These factors mean that as a rich cloud ecosystem 
emerges, the success, sustainability, and resilience of an individual service will be dependent on those properties 
of others in the ecosystem.  

In our analysis of this ecosystem [8], we draw quite significantly on research carried out on ecological 
ecosystems [19]. The ecological ecosystem consists of various organisms that exist in a habitat or a series of 
linked habitats. The ecosystem will be affected by the way the organisms interact (due to their biology) as well 
as due to external influences such as the weather, fires or pollution. In studying an eco-system and its dynamic 
behaviors we can start to see how resilient the ecosystem is to different shocks and hence start to manage it in a 
sustainable way. Analyzing from an ecosystem perspective helps us develop good stewardship properties. 

Instead of organisms in various habitats we have an ecosystem consisting of customers consuming cloud 
services, cloud service providers offering the services and cloud platforms providing the basic infrastructure for 
these services (see Figure 6.1). Instead of the interaction between these entities being driven from their biology, 
it is driven by their need to maximize (or at least satisfice) their utility, so influencing their policies and 
decisions. This utility will usually be very implicit in each company’s decision making but will drive customer’s 
choice of services as well as the terms and conditions offered by the service and platform providers. 
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Figure 6.6 A three-layered cloud ecosystem 

In modelling an ecosystem, one of the key questions is which entities should be included within the model 
and which can be treated as exogenous events. In an ecological system, weather events and the actions of the 
human population will often be treated as being exogenous. In our treatment of cloud ecosystems, we are 
keeping the effects of the overall economy, attackers, regulators, and technology changes as external to the 
overall ecosystem. We can consider how each of these external factors will affect entities within the ecosystem 
and how different economic, threat, and regulatory environments affect the sustainability and resilience of the 
ecosystem. In understanding the dynamic behaviour, we can start to think about how ecosystem stewardship 
helps maintain both sustainability in the course of normal operations and resilience in the face of shocks. 

Ecologists consider how ecosystems vary overtime because of feedback loops. For example, a fast variable 
may be the population size of a particular animal, such as deer. This variable will determine how much biomass 
is eaten, which in turn determines the available food and reflects back into the population size. Slower variables 
may be things like changes in the capacity of soil or sediments to supply water or nutrients or changes in types 
of plants and animals in the ecosystem. Exogenous controls may be changes in the regional climate.  Ecologists 
then consider two different factors as being responsible for these changes: the ecological factors and the societal 
factors (i.e., mankind’s effect on the ecosystem). Within our view of cloud ecosystems, we can draw out similar 
feedback loops — see Figure 6.3 — drawing out the business or economic environment and technological 
environment, rather than, though analogously to, the societal and ecological factors described by ecologists.   



 
Figure 6.7 Dynamics of the cloud ecosystem 

Here, in Figure 6.3, we can see the fast variables being linked with the regular IT decisions that enterprises 
make around their IT needs. Here they may make decisions to continue to run their own IT services or to move 
to the cloud. In making their decisions, they will seek to maximize (but, in practice, typically satisfice) their 
utility as discussed above. These decisions will be based on their needs as well as the state of the ecosystem. For 
example, their decisions will be based on the different costs, the the different services available in the cloud, the 
terms and conditions offered, and their beliefs in how good an information steward a service provider will be. 
Their decisions will of course affect the state of the ecosystem. For example, if a company decides to use a 
cloud service rather than its internal IT, it will release, or not require, resources such as IT staff and investment 
capital. On the other hand, additional network bandwidth may well be required.  

In an equilibrium state, the resources moved by each of these decisions will cancel each other out. However, 
we can get reinforcing feedback loops that will help move the ecosystem to a different equilibrium state. For 
example, as a service provider starts to get more business it will be able to scale better and hence offer better or 
cheaper services. This will attract more customers as well as making it easier for them to get resources, such as 
skilled IT staff and investment capital. This reinforcement feedback will lead to a movement of IT from 
company’s internal provision and into the cloud.  

There are, of course, other feedback loops at this fast-variable scale. Some cloud services will fail either 
because they get insufficient business or because of stewardship failures (e.g., security incidents, failures to 
maintain services, failures in meeting the reputational needs of customers). Such incidents may lead to 
customers pulling services back from the cloud into their own datacentres. Other feedbacks will be caused by 
technology changes — for example, as the availability of new software features encourages companies to 
upgrade their systems. Where companies invest in creating new features in the cloud, or in shrink-wrapped 
software, this will help determine the cloud adoption rates. 

One critical factor associated with how fast feedback loops work within the ecosystem will be the costs 
associated with changing provider, or moving back to internal IT. When a company chooses a particular service 
provider, it may be hard or costly to get its data out of that service and into the correct form for a different 
service; or there may be costs associated with integrating a new service into its business processes. High 
movement costs may mean that service providers have less incentive to update features and act as good 
stewards. It will also lead to a slowdown in the speed of these feedback loops. 



Slower variables will be things like the addition of new services into the cloud ecosystem and the 
corresponding changes to companies’ business models — an example would be how the first internet wave 
encouraged the creation of e-commerce websites and changes in the way in which many companies sell their 
products. These changes will occur as resources such as IT staff and investment capital become easily available 
to the cloud service providers, so encouraging innovation. Major technology changes will also lead to slower 
changes in the ecosystem. For example, were cloud service providers to use ‘trusted infrastructure’ (described 
late in this chapter) this would help service providers in being good information stewards, and hence assist the 
development of cloud ecosystems. Emerging standards and regulation changes will also change the way 
companies view and use cloud.  

At a more global level, there are many influences that will affect the overall business environment, and hence 
the cloud ecosystem. For example, the overall state of the economy will determine many of the business needs 
to which each company responds, as well as determining how much investment capital is available. 
Governments may set up training programmes to ensure sufficient skills are available and support research and 
development programmes to help ensure that appropriate technology evolution occurs. Regulations around how 
businesses operate or around global trade may also change and reflect back into the ecosystem dynamics. 

In thinking about risk in the cloud, we must consider the sustainability and resilience of the overall ecosystem 
and the effects that the normal evolution of the ecosystem and rare-event shocks may have on a given enterprise. 
A clear conceptual model of cloud ecosystems and their dynamics is a necessary prerequisite for allowing us to 
think through these effects. We can start to extend the system modelling approach [22] used to help us 
understand security decisions in the enterprise to understand the dynamics of the overall ecosystem, the effects 
of shocks and different ecosystem stewardship approaches. Pym et al. [8] describe such an approach to 
modelling based on a location, resource and process calculus [21,23] that has previously been used for systems 
modelling and security decision-making.   

6.3.5 Trusted Infrastructure and Cloud 

In much of this chapter, we have concentrated on the risk-side of the security management lifecycle and how 
this is affected as business operations move into cloud. Having good system architecture helps to reduce risk 
and can make reporting and assurance easier. Following our previous argument, as an enterprise moves from 
running its own applications to using cloud services, it not only loses control of the people, policy, and process 
parts of some aspects of its operations, but also of the technical architecture and the application code-base. 

We have hypothesized a world in which there will be a relatively few cloud platform providers that provide 
the basic compute and storage platforms, along with much of the middleware, and service providers who will 
write software, run it on the platforms, and use it to offer business-level services. These services would be 
provided to many customers using common management processes and contracts. There are two natural 
technical architectures to support such multi-tenanted services: the first is to write the software to support 
multiple customers at the same time (application virtualization); the second is to run many instances of the 
software each within its own container (infrastructure virtualization).  

The two different styles of virtualization that can be used to produce a multi-tenanted service carry very 
different risk profiles. Although in both cases many of the risks will be due to two factors: 

1. The complexity of the trusted computing base — that is, the parts of the software stack that must 
be trusted to maintain separation and information security; 

2. The complexities of managing the service and infrastructure — ideally, we will have services that 
can be designed around the principle of least privilege and ensure there are separations of duty 
between different administrative roles, along with strong audit. Traditionally, in the enterprise, 
separations between application, database, and system administrators have been viewed as very 
important, as have separations between developers and those running production systems. These 
are seen as risk-reduction measures aimed at limiting what each individual can do and know along 
with making it hard for a rogue employee to cover his tracks. 

If we move to a world in which each application provider must code its application to support multiple 
customers, this has two effects on the trusted computing base. Firstly, the code complexity will increase as 
multiple customers need supporting and, secondly, much of this code will be bespoke (this may be improved 
with supporting libraries and coding patterns). With this style of service provision, we are thus very dependent 
on the skills of a given service provider and, since code will be proprietary, it will be very hard to validate the 
trustworthiness of the application. Third party code reviews and code verification techniques may help in 
producing certifications to enhance trust. 



The administrative model with application virtualization is also somewhat unpredictable as it will be a 
consequence of the software design. A rogue administrator or a hacker who can gain administrative privileges 
will easily be able to gain access to the details of many customers. This concentration of data may encourage 
attackers, as the value may make the investment of time and effort in sophisticated attacks worthwhile. This was 
perhaps demonstrated in attacks on email service providers reported early in 2011, where sophisticated attacks 
were carried out on e-mail advertising distribution services, allowing spammers to get mailing lists for multiple 
customers as well as use the services to send out spam [40]. 

The alternative to creating multi-tenanted applications is to run each customer’s instance of an application 
within a separate container. This has the advantage of keeping the application code simple, so reducing bugs and 
vulnerabilities, reducing the impact of a breach and, where trust can be gained in containment technologies, 
enhancing trust in the service. Many of the business applications offered in the cloud will be complex and need 
to scale, supporting many transactions and requiring each instance of the application to run on multiple servers 
connected by networks. This makes it hard to use simple sandboxing technologies, such as those available in 
Java. 
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Figure 6.8 Virtual infrastructure can be created with a mixture of virtual machines, virtual networks and virtual storage with 

attestation provided by TPMs 

 
Virtualization of servers [9], networks [37] and storage can be combined to allow us to build complex 

boundaries around applications. Each part or service within the application can be run within a different virtual 
machine, each with its own virtual storage, and the whole lot connected with one or more virtual networks 
(Figure 6.4), along with a gateway connecting them to the internet to receive/process transactions and 
management requests. This whole system can effectively replicate what would run within an individual 
company’s data. This architecture can support flexing in that more virtual machine instances can be added into 
the network to match the required transaction rates. This way of running services could have an additional 
management burden in setting up the application for each customer and hence relies heavily on having 
automated configuration systems [29] that support deployment and flexing [27]. 

Trusted computing technologies, as defined by the Trusted Computing Group [47,54], can help in building 
trust in to some of our basic infrastructure, and these ideas have been extended to support virtualization. The 
trusted computing module provides a hardware root-of-trust upon which other trust functions can be built. In 
particular, three principle functions are provided: 

1. A cryptographic identity for a device; 
2. Attestation of the software stack that is running and that has been used to boot a system; 
3. Safe storage for cryptographic keys that can be linked to attestation. 



These three functions allow us to know that we are connecting and relying on the computer systems we expect 
to, and that they are in the form that we expect. In terms of basic virtualization, we can use TCG-based 
mechanisms to identify servers and check that the base system software is the virtualization layer. As we move 
up the stack, we can measure and attest to the various management components, such as the management 
domain and any separate driver domains. The idea of a virtual TPM [10] has also been introduced so that the 
integrity of a particular virtual machine can be tested and reported. As we build up the attestation in our 
virtualized infrastructure, we can also use the TCG mechanisms to help manage cryptographic keys necessary to 
secure network and storage virtualization [6]. 

We are concerned that cloud services be deployed in a secure and trustable manner, so having a simple 
containment strategy is not sufficient unless the container has the correct security and trust properties. Here we 
look to a number of principles for improving infrastructure that can be built using virtualization and trusted 
computing. 

• Reduced trusted computing base. Complex code will always be subject to bugs that lead to vulnerabilities 
and hence, as a principle, it is important to reduce the code-base that is being trusted. For trusted 
infrastructure, this means ensuring that the software maintaining separations and managing critical system 
components and policies are kept to a minimum. For example, if we look at the Xen virtualization layer, not 
only must we keep the code within the hypervisor to a minimum, but we must also remove all the supporting 
functions from the management domain (dom0). This means we must work out a minimal set of services that 
are needed to support virtual machine management and remove the rest of the management stack into other 
virtual machines that are not part of the trusted computing base. As we construct larger systems, we still need 
to keep mindful of minimizing the trusted computing base. For example, critical application components can 
be kept small and run in separate virtual machines running a minimal operating system. Where we need 
protected storage and communications, the supporting keys can be linked to the attestations of this minimal 
image. In constructing cloud applications within containers, one particularly sensitive function is the 
gateways that expose the application to the internet; again, this can be built on a minimal code base. 

• Separate management components. Defence in depth has long been a principle deployed in enterprise 
computing, so that a breach on the perimeter does not allow the hacker entry to all of the enterprise systems. 
The same principle must be applied to the infrastructure supporting cloud. Even as we minimize the trusted 
computing base, we can keep components separate, so that a break in, say, a network driver does not allow 
easy access to storage drivers or cryptographic keys. 

• Separation of policy enforcement from application space. As we build an infrastructure using trusted 
virtualization, we create containers within which applications can run. We can also control the nature of the 
container by setting policies within the infrastructure controlling the containment. This means that the 
containers can be created with properties that are not under the control of those running the application 
software or anyone who has subverted the application. These policies can also be communicated as part of 
the TCG attestation measurements, thus giving others confidence that certain policies are enforced. For 
example, networking policies can be enforced so that messages to or from a container, or systems within a 
container, can only be sent to certain IP addresses.  

• Separate audit from application space. As well as policy enforcement being separated from the application 
environment we can run audit functions outside of the normal application space. Keeping audit out of the 
application space means that audit records can be protected from tampering. 

• Attestation to communicate trust in the system. As well as building more secure systems with a minimal 
trusted computing base, trusted virtualization allows the configuration and code-base to be communicated 
and attested to though TCG mechanisms. Those relying on systems can therefore gain confidence that the 
systems are in a trustworthy state. 

As we develop infrastructures [16, 26, 37] that support each of these principles, we can build up trustable 
containment architectures. Considering the cloud ecosystem as described in Section 6.3.4, it seems that the use 
of trusted virtualization by cloud platform providers will aid each of the service providers in producing more 
secure services. Trusted virtualization provides a better architectural basis for systems — rather than 
increasingly more complex security processes and procedures, intended to compete in an arms race — 
suggesting that the security objectives as expressed by our utility functions may be achievable without big cost 
increases.  From an ecosystem perspective, if such technologies become widely adopted, this should help 
increase the overall level of both trust and security, so improving the overall reputation of the cloud ecosystem 
and encouraging the move to cloud. 

From an enterprise lifecycle perspective, the use of trusted virtualization has a number of advantages. A 
company can get information and assurance as to the properties of the infrastructure on which its cloud services 
are running. This can help both in the initial risk planning to ensure that appropriate levels of security are 



achievable and in ensuring that both companies and service providers know that systems are being operated 
properly.  

 

6.3.6 Assurance  

Assurance is about providing confidence to stakeholders that the qualities of service and stewardship with 
which they are concerned are being managed and maintained appropriately. Cloud computing implies many 
stakeholders relying on many parties, so that efficient and effective assurance will be both complex and 
fundamental to a sustainable cloud ecosystem. There is considerable research and discussion on assurance (often 
driven by regulation) relating to cloud [3,17,18]. In this discussion, we start from some basic principles about 
assurance in federated environments. We discuss their implications, and the associated opportunities in the 
context of the stewardship and trusted-infrastructure research described in this chapter. 

The principles of assurance are to decide what risks you are concerned about, understand how these risks are 
(in theory) mitigated, and then to seek evidence that these mitigations are effective. For example, when the 
Sarbanes-Oxley Act forced companies to demonstrate the integrity of their financial accounts, it was clear there 
were risks associated with how financial processes and reports depended on IT applications and infrastructure. 
This led to significant scrutiny of how people are able to change and access the IT infrastructure, which in turn 
meant many audits on identity management controls. 

Analogously, information stewardship implies reliance (and obligations) on many parties to demonstrate how 
they are controlling risks. Access and identity management will be a part of this, and stakeholders will need 
different levels and types of assurance associated with all the controls in federated identity management. To 
expand, multiple parties are involved in registration of people and users, provisioning of credentials, revocation 
of credentials, creating authorization policy, authentication (of credentials), and enforcement of authorization 
policy. In turn, each stakeholder will care differently about each of these steps, and so will want different 
visibility into them. Moreover, we advocate the need for standard publicly reported metrics and data, and the 
ability for customers occasionally to be able to demand deeper views on specific data relating to their service. 
The nature of public versus private information for assurance and an expanded discussion of identity assurance 
are given in [3]. 

In general, cloud providers will not be able to offer cost-effective services if they must satisfy different audit 
and assurance requirements for each of their customers. Therefore, from an efficiency perspective, standardized 
approaches to assurance will be necessary. This is the same argument for standardized sets of terms and 
conditions — a cloud service provider cannot scale its business if it must accept auditors’ checking different 
aspects from each of its many customers. Moreover, we expect similar analyses of risks and their federated 
mitigations will be needed to develop these standards. 

In addition to assurance from individual providers, each stakeholder will (perhaps implicitly) be concerned 
about the stewardship of the whole ecosystem. For this reason, we expect there will be a role for metrics that 
hint at the sustainability and resilience of the whole ecosystem. Initially, they will likely emerge as requirements 
from clusters of stakeholders — for example, these could be vertical industries such as healthcare and financial 
services, but also disparate groups with common concerns and views on, say, privacy or law enforcement. It is 
too early to suggest what these metrics might be, but the conceptual and modelling work described here and in 
[8,44,45] are about exploring this question. 

The work on trusted infrastructure also has direct links to assurance. From an efficiency perspective, it is 
hugely beneficial if application developers and providers exploit trusted separation in the infrastructure, as 
opposed to controlling and allowing sharing within the application. The former allows common assurance 
patterns to be established for when and how to trust infrastructure environments, and should significantly reduce 
the number of assurance patterns that need to be considered for applications. For example, if cloud platforms 
routinely run separate service instances in separate and contained trusted infrastructure domains, then service 
consumers need only seek assurance about a standard set of concerns how the infrastructure controls and 
maintains its boundaries.  

Assurance in most enterprise environments is still a complex mix of automated monitoring and physical 
audits. Since the amount of assurance activity needs to rise, there will need to be much more reliance on 
automation. There are many immediate benefits from trusted infrastructure for this, including being able to trust 
the information, and attestation of components 

 



6.3.7 The Lifecycle Under Cloud 

Companies are already struggling with managing IT risks and maintaining an explicit security management 
lifecycle. Many rely on standards such as ISO27000 [35] as a way of maintaining discipline and, in the 
background section, we argue that better methodologies are needed to help understand security decisions. Cloud 
fundamentally changes the way that companies consume IT, as they give up control and rely on others to act as 
good information stewards. The use of cloud also means that companies have to think of IT in terms of the 
services rather than the technology components. This has long been the aim of system management through 
standards such as ITIL, but cloud forces this change in thinking. This means we need to reassess the way in 
which we think about the security lifecycle. 

Each individual service has its own security management lifecycle with the service provider being 
responsible maintaining its smooth running. It may achieve this by running its own IT systems and operating a 
traditional security management lifecycle or may itself be a service consumer relying on the security lifecycles 
that others maintain. 

A service consumer will need to maintain an overview on risk and hence needs an aggregated security 
management lifecycle. This still maintains the risk and governance aspects that are now associated with 
choosing the right stewardship characteristics for a service. The assurance elements then must be seen in this 
light: Are the chosen stewardship characteristics being maintained and is risk therefore managed appropriately? 
Cloud services will not remove all IT from a company and hence the company must still maintain the 
appropriate policy setting and operational control for the systems that it does run (e.g., clients for end customers 
or datacentres for the cloud platform providers). 

Having a coherent lifecycle for each individual service becomes more important as organizations’ ability to 
react to surprises is reduced. Hence, as we think about risks and how each potential steward will manage them, 
we must also consider what attestations and assurance metrics are necessary. As services are spread over 
multiple providers, or as business processes use multiple providers, we need to ensure a consistency between the 
cycles of each of the constituent services. In the past, this was achieved by having one set of policies, but now 
we need more careful planning between the various lifecycles; otherwise there will be weak points and potential 
threats.  

We have argued that, for a single enterprise, modelling can help in gaining a better understanding of risk and 
the trade-offs associated with different policy options. Here, we argue that understanding risk, and the different 
stewardship options, is even more critical. Consequently, model-based risk methodologies will become 
increasingly important: system models can be used to explain risks and how they are mitigated.  

Consider the VTM (Vulnerability and Threat Management) model discussed in Section 6.2. The model sets 
out assumptions about the threat environment as well as different controls within the enterprise. Having a model 
forces us to specify each mechanism coherently. Simply discussing these assumptions and controls can help in 
gaining common understanding between various stakeholders, but executing the model, to explore a range of 
system and policy design choices, allows the consequence of these assumptions controls to be explored, and 
provides evidence as to the likely outcome of employing different mechanisms. In this way, security 
management moves on from a world in which experts give their opinions to one in which assumptions and 
abstract mechanisms are clearly specified and their interactions can be explored. Further examinations of the 
model can help to explore how changes or failures in different processes and technologies can lead to different 
security failings, so providing a basis for deciding which assurance metrics are important [12].  

As the move to the cloud-based services continues, it is not just security teams, or indeed the wider risk 
committee, who are trying to understand the different policy options and risks. Now both the service provider 
and the consumer, or those higher in the service supply chain, must adopt a view on risk and be satisfied that 
appropriate controls are being used. System models can help communicate the risks and mitigations, so allowing 
customers and service providers to explore different options. In this way, models may become a vital 
communication point in joining up the risk elements of the lifecycle. Modelling also helps in understanding 
which assurance metrics are important and hence linking all the pieces of the lifecycle. 

No service is an island: in looking at risk, we cannot just look at the performance of the individual pieces on 
which we rely. We see cloud as an ecosystem in which resource movements or failures in unconnected pieces 
will affect our IT provision: these factors must be included the lifecycle. As well as selecting and monitoring the 
cloud services we use, we must consider other factors that may affect their function and, in looking at the 
security management lifecycle, we need to understand which ecosystem changes may cause changes in the risk 
profile. These changes may represent changes to exogenous variables within a system model of a particular 
service. As we reassess the way the lifecycle works, we must also consider the individual pieces of the lifecycle. 
In particular, we need to ensure that there are appropriate ways of thinking about the risks of handing over data 



and what architectural and assurance controls will help mitigate these risks. Pre-cloud, our research agenda 
needed to be based around improving risk decision-making methodologies, better infrastructure, and assurance. 
As cloud emerges, these needs do not disappear, but methodologies must take account of this breakup of the 
lifecycle and be informed by the need for good information stewardship. 

6.4 Future Research Directions 

The work described here is a rich mix of  
• empirical work with stakeholders and professional experts to understand the real dynamics and 

problems faced by risk and security teams, 
• conceptual work with computer scientists, economists, logicians, mathematicians, and 

psychologists to develop rigorous and clear analyses and approaches, and 
• design and engineering by technologists to develop alternative architectures to suit different 

lifecycles of security management. 
Cloud and enterprise computing are continually changing and producing security challenges, and so we see 

the need to continue and integrate each of these activities. To that end, we will continue to use the partnerships 
in the TSB-funded Cloud Stewardship Economics and Trust Domains projects to help us to do this. 

Thus far the Cloud Stewardship Economics project has involved both empirical and conceptual work. We 
have done workshops, surveys, and structured interviews with various stakeholders [25], built a series of 
economic models [32,33,56], and iteratively developed a conceptual framework for analyzing information 
stewardship [8]. These will all continue, but in addition we will begin to engage stakeholders in using the 
models to make better decisions. Our vision is to use models to enable structured war-gaming and scenario 
planning between stakeholders. This involves even tighter integration between the economists, security 
researchers, cloud/enterprise IT experts, and security professionals. 

The Trust Domains [55] project is less mature, but has a larger ambition to integrate and affect architecture 
and technology. The focus is less governance and policy, and more about achieving operational assurance when 
multiple stakeholders must share infrastructure. These can be dynamic situations — such as a cross-border civil 
emergency, where multiple non-trusting groups with infrastructure and applications must suddenly share 
information and resources — or pre-planned situations, such as long-term (controlled) sharing of resources and 
information between non-trusting groups. What expectations do such stakeholders have, how explicitly can they 
describe sharing policy and requirements, and how would they be assured that their information and concerns 
are suitably managed?  

The main focus at the moment is on empirical studies (structured interviews) with a range of potential 
stakeholders (typically enterprises). From these, we are developing and refining our view on expectations for 
how information should be managed and how assurance should be provided in shared environments. This in turn 
will drive both requirements for trusted infrastructure to realize trust domains (containers with relevant 
properties) and how to use models to more rigorously describe and communicate requirements and real-time 
operations. 

Both these projects directly address the transformed lifecycle of enterprise risk and security management. 
Clearly, they will not solve all the problems. For example, even if we design strong and appropriate trust 
domains, and robust information stewardship strategies, there may well be many regulation and commercial 
drivers that strongly influence risk and security outcomes. Moreover, the nature of technology generally, and 
cloud specifically, are that they will bring many unforeseen changes. Nevertheless, by working closely with 
industry and customers, we expect to influence positively the context for cloud associated risk management. 

6.5 Conclusions 

The development of cloud computing may lead to significant changes in the way companies consume IT, 
moving from them managing large technology stacks to purchasing business-level services. As this happens, 
companies will lose control of the way in which their services are run, needing instead to choose between the 
terms and conditions offered by different service providers. This switch in control may increase the difficulties 
faced by companies responding to specific security events or failures. This observation emphasizes the need to 
have a better understanding of risk and how it is mitigated. To achieve this, we need better methodologies, based 



on rigorous conceptual and mathematical modelling of systems, of human behavior, and of the wider 
environment. 

As users employ cloud services, they rely on others not only to provide those services, but also to protect 
their information and appropriately control its interactions and evolution. To understand how this should work, 
we must widen our view of the declarative goals of information security from confidentiality, integrity, and 
availability (CIA) to include ideas of duty of service (to ensure that the desired objectives are addressed) and 
respect for values and ethics. Moreover, the sustainability and resilience of the ecosystem itself must be 
managed. We describe this broader concept as information stewardship. 

This shift of perspective from security to stewardship implies a change in how security (now stewardship) is 
managed and, we contend, this will be best approach by considering the security management lifecycle, as 
already operated by many companies. Each IT service will have its own security management lifecycle, possibly 
dependent on the security management lifecycles of other services and platforms further down the service 
supply chain. We contend that these interdependent security management lifecycles must be viewed from the 
perspective of information stewardship. As the flexibility of management is reduced, so we can expect greater 
coherence between the different elements ⎯ such as risk analysis, policy-making, operations, and assurance ⎯ 
of the lifecycle. We must also draw together the various service lifecycles to give consistent pictures of risk, 
policy-making, operations, and assurance. We see mathematical modelling as playing a huge role in delivering 
the methodologies that must be developed to achieve all this in the form of practical tools. 

Lastly, we consider the stewardship of the ecosystem itself. In the cloud, IT operations will be purchased 
from highly connected ecosystems of services, consumers and platform providers. Changes in one part of the 
ecosystem can affect many other parts, in complex ways that will, typically, be difficult to conceptualize. We 
contend that modelling, of the kind we have sketched in this chapter, can help decision-makers to understand 
these complex relationships and dependencies. From the perspective of managing the security lifecycle, 
managers must use this information to understand how different events in different components of the 
ecosystem may affect the systems for which they are responsible. From the wider perspective of the stewardship 
of the ecosystem itself, we must ensure that the ecosystem is managed to be sustainable and resilient. These 
features of the ecosystem are public goods, and we contend that there is a clear role for regulators in their 
stewardship. 
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