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Figure 4: The loss rate as a function of attenuation for different
channel widths at modulation 6.

Figure 5: The range threshold for different channel widths and
modulations. Higher threshold implies longer range.

ious widths, the SNR (signal-to-noise ratio) is higher for narrower
widths, giving them a longer range.

However, the advantage we observe in practice differs from the
maximum possible gain. As per above, halving the channel width
should yield a 3 dB gain, or a 9 dB gain from 40 to 5 MHz. But the
actual gain is only 7 dB across those two widths, which suggests
that our hardware is leaving some potential gains on the table.

We repeated the experiment on an attenuator for different modu-
lations. Figure 5 shows that the range advantage of narrower widths
exists across all modulations. We see that lower modulations pro-
vide a range benefit that is almost equivalent to the emulator. Com-
pared to 40 MHz at modulation 48, one can get a 6 dB range advan-
tage either by reducing the channel width to 5 MHz while keeping
the same modulation or by reducing the modulation to 12 while
keeping the same channel width. One view, thus, of variable chan-
nel widths is that it offers finer scale modulations that otherwise do
not exist.

To illustrate how the 7 dB advantage of 5 MHz over 40 MHz
translates to better range in terms of real distance, we consider the
following simplistic model. Assume that signal power decays as
1/dα, with the distance d and path-loss exponent α, the maxi-
mum range A in dB attenuation corresponds to a maximum dis-
tance dmax as

A = 10 log10

„
Psend

Precv

«
= 10α log10 d.

Therefore, we can estimate the proportional increase in range stem-
ming from a ∆A dB increase in maximum attenuation (say, from
A1 to A2) as d2

d1
= 10A2/(10α)

10A1/(10α) = 10∆A/(10α) .

α 2 3 4
range increase (est.) 123.9% 71.1% 49.6%

Figure 6: Indoor range for two modulations as a function of
channel width.

The table above shows the range improvement as a function ofα,
which depends on the exact environment. Its value is 2 in free space
and typically estimated as between 2 and 4 in real settings. The
numbers above are meant as rough guidelines rather than precise
predictions since we ignore multipath effects as well as many other
practically relevant aspects of wireless signal propagation.

Figure 6 shows that the range benefits in reality roughly reflect
the calculations above. In this experiment, we use an office as unit
of distance and define range as the minimum number of offices
crossed at which the loss rate between two nodes is 100%. This unit
is of course very coarse but obstacles and severe multipath effects
imply that exact signal attenuation is hard to quantify indoors. The
offices are of identical size, and there are 8 offices in a straight line.

The graph shows results for modulations 48 and 54. At lower
modulations, we could not reach the edge of communication for
all channel widths. We see that narrower channels significantly
increase range. At modulation 48, for instance, the range advantage
of 5 MHz over 40 MHz is 3 additional offices or a 75% gain.

Finally, because an increase of X in range corresponds to an in-
crease of X2 in area covered, range increases can have significant
practical impact for network coverage. Assuming a plane, for in-
stance, the additional range in our indoor measurement amounts to
over 200% more area.

3.2.2 Resilience to delay spread
At long communication distances, wireless receivers get multi-

ple copies of a signal due to multipath reflections. Delay spread is
the time difference between the arrival of the first and last copies
of the multipath components. Delay spread can hinder correct de-
coding of a transmission at the receiver because a signal begins to
interfere with a time-delayed copy of itself, also known as Inter-
symbol Interference (ISI). Modern radios use a RAKE receiver to
counter delay spread, but their effectiveness depends on the coding
scheme and the extent of delay spread [2].

OFDM specifies a guard interval at the start of every symbol
to counter delay spread. For better packet recovery, a copy of the
tail of the packet is included in the guard interval, called the cyclic
prefix. For 802.11 at 20 MHz channel width, the guard interval is
800 ns, which is one-quarter of the symbol duration. This value
of the guard interval has been shown to tolerate root-mean-square
(r.m.s.) delay spreads of upto 250 ns [7]. Therefore, 20 MHz chan-
nel width provides good resilience to delay spread in most indoor
environments, where the delay spread has been shown to be 50
ns in homes, 100 ns in offices, and 300 ns in industrial environ-
ments [8]. However, the delay spreads are larger in outdoor envi-
ronments, even up to 1 µs, where IEEE 802.11 is known to give
poor performance [2, 6].

As mentioned in Section 2, the guard interval increases by a fac-
tor of two each time the channel width is halved. Therefore, we
expect higher delay spread resilience in narrower channel widths.
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Figure 9: Effective throughout offered by different channel
widths at different attenuations and offices.

the “distance” between the nodes. We demonstrate this effect using
emulator and indoor experiments.

Figure 9 (a) shows the effective throughput achieved between a
sender and a receiver at different attenuations using autorate. Up to
an attenuation of 72 dB, the highest throughput is achieved using
the wide 40 MHz channel. In the ranges between 73–75 dB and
76–78 dB, it is best to use the 20 MHz and 10 MHz channels, re-
spectively. Notice that the 3 dB optimality region for each of the
intermediate channel widths (10 MHz and 20 MHz) exactly corre-
sponds to the 3 dB range benefit predicted in Section 3.2.3 Beyond
79 dB, the 5 MHz channel is the best choice. This throughput ad-
vantage of narrower channels stems from both their longer range
and their ability to use modulations that are proportionally higher
than narrower channels, after taking into account the inherent slow-
down on narrow widths.

Figure 9 (b) shows the results from our indoor measurements.
This experiment is limited by the fact that we do not have more
than 9 offices in a straight line. But even within the extent to which
we could measure, we can clearly see different offices (distances)
have a different optimal channel width. While 40 MHz performs
best up to the sixth office, 20 MHz outperforms all other channel
widths in offices seven and eight. At office nine, 10 MHz is the best
choice.

The crucial point is that there is no single channel width that
serves all needs and hence, there is a strong case for adapting chan-
nel widths based on the current situation. In Section 5, we exploit
these findings by designing a practical channel width adaptation
algorithm that dynamically finds the best possible channel width.
C. Improving fairness and balancing load in WLANs

In today’s 802.11g based WLANs, each AP is assigned a fixed
width 20 MHz channel, and if possible, neighboring APs are placed
on orthogonal frequencies. When the traffic is uniformly distributed

3As we mentioned before, because dB is a logarithmic unit, a 3 dB
interval in which each channel width performs best maps to signif-
icant distance in real terms.

AP3 AP4

AP2AP1

AP3 AP4

AP2AP1

Client A Client A

Scenario AP1 AP2 AP3 AP4 T FI
Case 1: (fixed) 1/6 1 1/3 1 4 0.58
Case 1: (adaptive) 2/6 1/2 1/3 1/2 4 0.97
Case 2: (fixed) 1/6 X 1/3 1/2 3 0.82
Case 2: (adaptive) 2/6 X 1/3 1/2 4 0.97

Figure 10: A network with four mutually interfering APs. With fixed
channel widths are fixed, each AP is allocated a 20 MHz channel. In the
adaptive scheme, AP1 is allocated 40 MHz, AP2 gets 20 MHz, , AP3

and AP4 get 10 MHz each. The tables shows the throughput received
by each client after normalization by 20 MHz

across the network, such a scheme increases capacity and reduces
interference. However, in dynamic conditions, using fixed-width
channels can be problematic and suboptimal. Recent measure-
ments have shown that there exists spatial and temporal disparity
in client distributions [3, 16, 21] in large-scale WLANs. For exam-
ple, a study of IBM’s WLAN with 177 APs [3] showed that 40%
of the APs never had more than 10 active clients, while a few APs
in auditoriums and cafeterias had 30 simultaneous users; the set of
heavily loaded APs also changes over time.

Adapting channel width of the APs offers a natural way to both
improve flow fairness and balance load across APs. Consider Fig-
ure 4, which has four APs within interference range of one another.
In Case 1 (left), AP1 has 6 clients, AP3 has 3 clients, while the
remaining two APs have one client each. In Case 2 (right), client A
moves away from AP2 and associates to AP4. We compare the per-
formance of using fixed-width channels with adaptive-width chan-
nels. In the fixed-width channel case, the spectrum is divided into
4 channels of 20 MHz each. In the adaptive-width channel case,
channels may be 10, 20, or 40 MHz. The table lists the through-
put per client at each AP. Also included is the total throughput
(T), and Jain’s fairness index (FI). The index is calculated using
(
P

ci)
2/n

P
c2
i , where ci is the bandwidth obtained by client i,

and n is the total number of clients.
In Case 1, the fixed-width channelization leads to severe un-

fairness among different clients. A client associated to AP1 re-
ceives 1/6 of bandwidth compared to a client associated to AP2 or
AP4. In contrast, with an allocation of 40 MHz to AP1, 20 MHz
to AP2 and 10 MHz to the remaining APs, per-client fairness im-
proves significantly to 0.97 because APs with many clients (AP1)
receive a wider part of the spectrum to serve its clients. Adaptive
channel width can also help to improve system capacity. In Case 2,
for instance, if client A moves from AP2 to AP4, an adaptive ap-
proach can reallocate the 10 MHz spectrum formerly used by AP2

to AP4, thus giving AP4 a total of 20 MHz.
D. Improving network capacity

Many hardware and software improvements to wireless tech-
nologies are driven by the search for additional capacity. We present
evidence that adapting channel width can provide another opportu-
nity towards that goal. This benefit arises by partitioning conver-
sations that share a wide channel into multiple narrower channels,
which has the potential to increase capacity.

In this experiment, we use two sender-receiver pairs, i.e. four
laptops. All four laptops were in communication range of each
other, and we placed the two receivers close-by – two offices next
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δ2T (B)
δB2 = BR′′(B) + 2R′(B) ≤ 0, implying that T (B) is a con-

cave function in B. Hence, there is no local minimum and Sam-
pleWidth converges to the optimal channel width.

In theory, the wireless medium should thus be smooth even under
minimal assumptions. Later, in Section 6.4, we empirically show
that this is indeed the case even in our interference-ridden indoor
setting.

Optimality of Parameters: Besides convergence, the other in-
teresting question is regarding the choice of the two thresholds α
and β. When determining the best possible values, we seek to
satisfy all of the following objectives: i) avoid disconnections, ii)
avoid unnecessary probing, and iii) probe new channel widths suffi-
ciently often in order to avoid getting stuck on a suboptimal channel
width. Clearly, these goals are contradictory. i) demands for a high
value of β and ii) asks for low α and high β, respectively. On the
other hand, in order to meet the third objective, the thresholds must
not be too strict, i.e., not too low for α; not too high for β.

We determine the optimal values of α and β using our mea-
sured data sets. For a given setting (say, for a given distance or
attenuation between sender and receiver), and for concrete val-
ues of α and β, we compute the long-term average throughput
TSW (α, β) = limt→∞

1
t

P
t

bTt that SampleWidth achieves when
starting at some arbitrary width. Let TOPT denote the average
throughput achieved by a hypothetical optimal algorithm that con-
stantly transmits using the best possible channel width. We can
then define the efficiency ESW (α, β) of a parameter pair (α, β) as
the ratio between the throughput achieved by SampleWidth() and
the optimum, ESW (α, β) = TSW (α, β)/OPT .

For each pair (α, β), we determined ESW (α, β) based on our
measurement numbers in the emulator and indoor experiments. As
disconnections incur a particularly high cost, we discounted any
pair of α and β that results in a disconnection. For all remaining
pairs, we computed ESW (α, β) for all attenuations (emulator) and
all offices (indoor), and for all starting channel widths. Table 2
shows the computed values. It can be seen that our choice ofα = 9
and β = 18 provides optimal efficiency. Our choice of α = 9 over
α = 12 is based on better average efficiency.

β = 12 β = 18 β = 24 β = 36
α = 6 0.20 0.20 0.20 0.20
α = 9 0.47 0.94 0.70 0.66
α = 12 0.47 0.94 0.70 0.66
α = 18 0.47 0.91 0.69 0.63

Table 2: Efficiency ESW (α, β) of SampleWidth for different val-
ues of α and β, and for X = 5.

5.5 Optimizing for Energy
The SampleWidth algorithm can easily be adjusted to optimize

for other objectives. For instance, in order to minimize the power
consumption of the sender (i.e., to pick the channel width that con-
sumes the least power-per-bit), we only change the decision rule in
Line 15. Instead of switching to the channel with highest through-
put, we switch to the channel that is most energy-efficient. That
is, we use EPJi instead of Ti to compare across different channel
widths, where EPJi is the bits per Joule for channel width Bi. To
compute EPJi for a sample interval, we need to know the number
of bits successfully transmitted and the total energy spent. To com-
pute the first term, we count the successful transmissions, and for
the second, we also use packet retransmissions, the data rates used,
along with the power numbers from Section 3.3 (see Figure 8). In
general, these power consumption numbers may be different for

different chipsets; we use the ones for our Atheros implementation.
We show in Section 6.3 that the adjusted SampleWidth algorithm
reduces energy consumption in comparison to fixed channel-width
algorithms.

5.6 Implementation
Our implementation of SampleWidth is spread across user and

kernel space as a daemon and a modified driver. Suitable hooks
are provided in the driver to enable the daemon to issue adaptation
commands. These hooks also enable the daemon to poll the driver
for stats such as the current data rate and number of retries.

The daemon is responsible for initiating and maintaining the con-
nection between the two nodes. The nodes send beacons periodi-
cally, containing information about their adaptation capability, and
to advertise themselves to other nodes. When a node has data to
send to another node that has been detected in range, the nodes
form an ad hoc (peer-to-peer) network. When nodes connect and
initiate a data session, the daemon initiates the adaptation policies,
which in turn makes calls to the driver to switch the channel widths.

Because changing the channel width requires coordination be-
tween nodes (to ensure that both nodes are on the same channel
width), we implement a simple handshake protocol. A node that
wishes to change its channel width sends a request packet to the
other node, and waits for an acknowledgement before switching the
channel width. A node that receives a request packet switches the
channel width right after sending the acknowledgement. In order
to be robust against lost requests or acknowledgements, we imple-
ment a backup rendezvous protocol. If after changing the channel
width, two nodes do not receive beacons for more than two sec-
onds, they switch to the narrowest channel width and resume com-
munication. In Section 6.5, we show that the overhead of switching
widths is low in our implementation.

6. PERFORMANCE EVALUATION
In this section, we evaluate SampleWidth along several dimen-

sions. We will show the following.
• In Section 6.1, we show that SampleWidth approximates the

throughput achieved by the optimal channel width for a range of
distances and attenuations.

• In Section 6.2, using an experiment with mobility, we show
that its adaptation to changing conditions lets it outperform the best
fixed-width system by roughly 65%.

• In Section 6.3, we show how SampleWidth also saves power
by selecting the most energy-efficient channel width depending on
whether a data transfer is active.

• In Section 6.4, we show that current autorate algorithms come
close to finding optimal modulation, and that the rate-width search
space is sufficiently smooth to justify the use of autorate as a build-
ing block for SampleWidth.

• Finally, in Section 6.5, we show that the switching overhead of
SampleWidth is small.

6.1 Choosing the Correct Channel Width
In this section, we evaluate how well the search strategy of Sam-

pleWidth is able to zero in on the optimal channel width. We con-
sider throughput maximization as the objective and present results
from both emulator and indoor experiments. In the emulator, we
vary signal attenuation in steps of 1 dB and compute the UDP
throughput for every available static channel width and then com-
pare it to the throughput achieved by SampleWidth. The methodol-
ogy is similar for the indoor environment except that the nodes are
separated by varying number of offices.

Figure 12 shows our results for both settings, averaged over three

! 

E
SW
(",#) =

T
SW
(",#)

T
OPT

)'*+,1(@%A:%:91#D$1(@%

•! o2501(@%0':-3%5(%01#%2'#-:%EqrO%stG%

•! )91#D$1(@%0':-3%5(%#$25C@$+C#%

•! >1:4(@C1:$%0-#9--(/%

–!o552%,1(;%iC',1#B%!%+250-%'(3%*5A-%('2259-2%

–!]1@$%D5(#-(45(%!%+250-%0C#%:#'B%913-%

K)%LM6NO%N%P-02C'2B%!66Q% RB,-%&'*1-:5(% 8!%



>5-:%)c%@-#%:#CD;%1(%,5D',%*1(1*'_%

K)%LM6NO%N%P-02C'2B%!66Q% RB,-%&'*1-:5(% 8<%

-n8% -# -V8%

"E,-G%

"E,-Gwx%

-n8% -# -V8%

"E,-G%

"E,-Gwx%

;"&*"1$*&(-2-(B(&1"2#-4"2&<S&T&U=0&

! 

S B
i( ) =max

T B
i( )

T B
i"1( )
,
T B

i( )
T B

i+1( )

# 
$ 
% 

& 
' 
( 

'(""./2+88&'#%,-/&

D$'((-,%913#$%-#D$'((-,%913#$%-#

! 

S =min
i
S B

i( ) "1

'(""./2+88/&

h52%D5(A-2@-(D-%

(a) Emulator. The labels depict transition points where that
width becomes better that the adjacent wider channel.

(b) Indoor

Figure 12: Comparison of throughput achieved using Sam-
pleWidth with that of static width schemes in emulator and in-
door settings.

runs. The plots show that for all attenuations and office distances
the throughput achieved by SampleWidth closely tracks the through-
put yielded by the optimal width. The maximum gap between Sam-
pleWidth and optimal throughput in the indoor experiments is only
8.7%, which includes all overheads stemming from probing adja-
cent widths as well as switching widths itself.

Width (MHz) 5 10 20 40 SampleWidth
Throughput 3.60 5.17 8.27 7.92 13.68

Table 3: Throughput achieved by fixed widths and SampleWidth
in an indoor mobile network.

6.2 Adapting during Mobility
The previous experiment shows that SampleWidth adapts to the

optimal width in stationary scenarios; we find that it is nimble
enough to adapt well in mobile scenarios as well. We conduct a
simple experiment in an indoor setting with a UDP transfer be-
tween two laptops. The receiver is positioned in a fixed location
and the sender moves along a fixed trajectory at roughly constant
speed. For different trials of this experiment, the laptops are either
fixed on one channel width or use SampleWidth. Since estimat-
ing the optimal throughput in this setting is difficult, we evaluate
SampleWidth by comparing it to the throughput of fixed-width sce-
narios.

Table 3 shows the throughput of the fixed width configurations
and of SampleWidth. We see that SampleWidth improves through-
put by roughly 65% compared to the best fixed-width (20 MHz).

6.3 Reducing Power Consumption
We now evaluate the effectiveness of SampleWidth towards con-

serving power. In this experiment, each trial is one minute long and

(a) Instantaneous Energy Usage

(b) Cumulative Energy Usage

Figure 13: Instantaneous and cumulative energy usage for dif-
ferent configurations.

involves transferring a 20MB file 25 seconds into the experiment.
We try all fixed widths and SampleWidth.

Figure 13(a) shows the power consumption behavior in detail for
all configurations at the sender. The fixed width systems start out
at their idle mode power consumption, move to their send mode
consumption level, and then come back to their idle mode levels.
SampleWidth starts out at the idle mode level for 5 MHz, because
that is least costly. When the transfer starts, it moves to the power
consumption level of 40 MHz, because that yields the least power-
per-byte ratio. When the transfer finishes, it comes back to the
5 MHz level. Figure 13(b) shows that through this adaptation, Sam-
pleWidth is able to consume the least total amount of energy.

6.4 Efficiency of Autorate & Smoothness
SampleWidth uses autorate to probe channel widths and find an

efficient data rate. We justify this design choice by showing that
modern autorate algorithms are indeed capable of achieving close
to optimal throughput. Figure 14 shows the suboptimality in terms
of reduction in throughput of using Atheros’s proprietary autorate
implementation on Windows XP in comparison to using the best
possible modulation in a stationary indoor setting. The important
observation is that at all measurement points, autorate performs
within at most 16% of the optimal data rate.

1 2 3 4 5 6 7 8 9
S 1.50 1.50 1.51 1.53 1.43 1.6 1.47 1.6 1.63

In order to see whether autorate is sufficiently close to the opti-
mum in order for SampleWidth to converge, recall the definition of
smoothness S . Specifically, we have discussed in Section 5.4 that
if the average data rate obtained by autorate is by no more than a
factor of S worse than the optimum, SampleWidth is guaranteed to
converge. Table 6.4 contains the S values of our indoor measure-
ments. It shows that autorate is well within the required accuracy
bounds indicated by these smoothness numbers and hence, it con-
verges.
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