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Abstract Metaheuristics are algorithms that have proven their efficiency on
multi-objective combinatorial optimisation problems. They often use local
search techniques, either at their core or as intensification mechanisms, to
obtain a well-converged and diversified final result. This paper surveys the
use of local search techniques in multi-objective metaheuristics and proposes
a general structure to describe and unify their underlying components. This
structure can instantiate most of the multi-objective local search techniques
and algorithms in literature.
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1 Introduction

Metaheuristics are widely used algorithms for solving large and complex multi-
objective optimisation problems (Gendreau and Potvinl 2010)). Indeed, most of
such problems are AP-hard and require approximation mechanisms to obtain
good solutions in a reasonable time. A common point of many multi-objective
metaheuristics is the use of local search techniques, which are either hybridised
inside of an existing algorithm or used as an essential building part of it.
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Local search algorithms are originally single-objective algorithms very ef-
fective on hard combinatorial optimisation problems (Hoos and Stiitzle, [2004)).
Although they have been sometimes directly used as single-objective pro-
cedures of multi-objective algorithms, many Multi-Objective Local Search
(MOLS) algorithms have also been specifically designed. In this paper, we
focus on these MOLS techniques. Two types of MOLS algorithms can be dis-
tinguished: the direct extensions of well-known single-objective local search
algorithms and those that have been designed together with evolutionary al-
gorithms. Both types of local search algorithms nevertheless share a common
underlying structure. Many generalisations of MOLS algorithms have already
been proposed, such as the Dominance-based Multi-objective Local Search
(DMLS) generalisation based on several Pareto Local Search (PLS) strategies
by |Liefooghe et all (2012). However, as far as we know, no unification of both
types of MOLS algorithms has been carried out.

In this paper, we will propose a new basic local search structure that unifies
most, if not all, of the MOLS algorithms in the literature and will discuss a
number of strategies that can be integrated inside this structure. We will also
carry out a chronological survey on the development of MOLS algorithms and
will detail how the main MOLS algorithms in the literature are instantiated
in our unification.

The rest of the paper is organised as follows. Section [2] reviews the general
notions regarding multi-objective optimisation and local search mechanisms.
Section [3] presents a survey of the use of local search techniques in multi-
objective algorithms. Section [4] presents the keystones of our unification. Sec-
tion 5] describes our unification of MOLS structure and gives a detailed instan-
tiation of the most prominent MOLS algorithms. Finally, Section [6] concludes
this paper.

2 Preliminaries

In this section, we give the notions required to understand the following topics
of the paper. First, definitions of multi-objective optimisation are given. Then,
local search algorithms are briefly introduced together with the concept of
neighbourhood.

2.1 Multi-objective Combinatorial Optimisation

Optimisation problems consist in finding optimal solutions within a space of
possible solutions. In this paper, we focus on multi-objective optimisation
problems, in which the quality of solutions is compared using multiple cri-
teria (or objective functions) to be optimised. Formally, let X be the search
space (i.e., the space of all possible solutions) and let F' = {fi,..., f,} be a
vector of n objective functions. A multi-objective combinatorial optimisation
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problem can then be defined as follows:

optimise  F(x) = {fi(z),..., fu(x)} (1)
subject to x € X.

Each of the n objective functions is, in regard to the problem, to be min-
imised or maximised. In the following, we suppose, without loss of generality,
that they are all to be minimised.

For the comparison of two solutions s; and ss, the Pareto dominance is
often used: s; is said to dominate so (denoted by s1 > s3) if and only if s is
better than or equal to s, according to all criteria and if there exists at least
one criterion according to which s; is strictly better than ss:

51> 89 == V1 <k <, fri(s1) < fuls2) AFL <k <, fr(s1) < fu(s2) (2)

Two mutually non-dominated solutions are considered incomparable. A solu-
tion that is not dominated by any other possible solution is a global or a
Pareto optimum. A set of mutually incomparable solutions defines a Pareto
set. Finally, the Pareto optimal set is defined as the (Pareto) set of all Pareto
optima.

In addition or for the replacement of the Pareto dominance, various alter-
natives can also be used such as an aggregation of the different criteria (e.g.,
Serafini (1994])), multi-objective indicators (e.g., Zitzler and Kiinzli| (2004)),
a lexicographical ordering or the use of weakened definitions of the Pareto
dominance (e.g., [Laumanns et al| (2002)). Common scalarising functions in-
clude, but are not limited to, the simple weighted sum (>, _; Axfi(z)) or
the weighted Chebyshev norm (maxi<p<n{Ag|fk(z) — fr(2)|}, where z is a
reference point, e.g., the ideal point).

2.2 Local Search Algorithms

In this paper, we focus on combinatorial optimisation problems in which the
search space is a finite set of solutions. For solving NP-hard problems, exhaus-
tive numeration of the search space is generally not feasible and, therefore, local
search algorithms that exploit the structure of the search space to iteratively
find better and better solutions are used. The idea is that small modifications
in the representation of a solution may lead to either a small improvement
or a small deterioration of its initial quality. The notion of neighbourhood is
defined from this idea. A neighbourhood operator is a function that modifies
part of a given solution that produces a new solution called a neighbour. The
set of neighbours that can be generated from a given solution = defines the
neighbourhood N (z) of x. This concept of neighbourhood gives a structure to
the search space by connecting close solutions.

Several definitions result from this concept. When the neighbourhood N (x)
of a solution x contains no improving neighbour, x then constitutes a local op-
timum. Note that a solution x can be a local optimum for a neighbourhood N/
without being a local optimum for another neighbourhood N5. Furthermore,
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there is no guarantee for a local optimum to be a global optimum, and it is
generally not one. On the contrary, a global optimum is always a local opti-
mum regardless of the neighbourhood considered since it is of the best possible
quality.

Local search algorithms iteratively use neighbourhood operators to reach
better and better solutions. However, local optima are fundamentally detri-
mental to local search algorithms as there is usually no means to distinguish
between local and global optima. Thus, to continue the search after having
converged to a local optima, researchers have proposed multiple techniques, in-
cluding either performing multiple random moves over the search space called
kicks (e.g., Iterated Local Search, Lourenco et al (2010)), accepting to move
temporarily to worse solutions (e.g., Simulated Annealing, [Kirkpatrick et al
(1983)), doing a Tabu Search, |Glover et all (1993)) or switching between several
neighbourhood structures (e.g., variable neighbourhood search, Mladenovié
and Hansen| (1997)).

In a multi-objective combinatorial optimisation context, this notion is ex-
tended by defining Pareto Local Optima (PLO) as the solutions whose neigh-
bourhood contains no dominating neighbour, i.e., the solutions whose every
neighbour is either dominated or incomparable. Likewise, there is no guarantee
for a PLO to be a Pareto optimum, although Pareto optima are always PLO
regardless of the neighbourhood considered. Furthermore, many, if not all, of
the above techniques used to escape local optima in a single-objective context
have been extended to multi-objective ones to deal with PLO (see Section.

3 Development of Multi-Objective Local Search Algorithms

Historically, local search algorithms have been initially designed to solve many
single-objective combinatorial optimisation problems and, therefore, are them-
selves single-objective algorithms (Hoos and Stiitzle, [2004)). Multi-objective
local search (MOLS) algorithms have been applied to multi-objective variants
of the same combinatorial problems, for example, multi-objective travelling
salesman problems, multi-objective scheduling problems (Jaszkiewiczl 2002;
Basseur and Burke], [2007} [Liefooghe et al, |2012; [Dubois-Lacoste et al, [2015]),
and bioinformatics problems (Abbasi et al, |2015). The majority of the lit-
erature works focuses on bi-objective and tri-objective problems, while very
fewer works tackle more than three objectives simultaneously. This is due to
the nature of the induced search space; indeed, in these many-objective prob-
lems (Ishibuchi et al, |2008)) solutions are much more often incomparable to
each others, thus majorly hindering the neighbourhood exploration of MOLS
algorithms.

The development of MOLS algorithms has occurred simultaneously from
two different directions. On the one hand, they were directly extended from
well-known and established single-objective algorithms (e.g., Serafini| (1994));
Ulungu et al (1995); (Czyzak and Jaszkiewicz (1996)); Hansenl (1997))). On the
other hand, they were either integrated into evolutionary algorithms as inner
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components or used as post-processing algorithms (e.g., Ishibuchi and Murata/
(1996); Knowles and Corne| (1999); [Talbi et al (2001))). Nowadays, the promi-
nent MOLS algorithms in the literature have grown into the PLS algorithms,
which are derived from the second type of MOLS algorithms.

In the following, we detail chronologically the development of these two
algorithmic families before summarising their common characteristics.

3.1 Extensions of Single-Objective Search Algorithms

Since local search algorithms have been originally designed for single-objective
optimisation, they are single-trajectory algorithms, meaning that they follow
a single solution (i.e., the current solution). Unsurprisingly, the first MOLS
algorithms were extensions of these single-objective local search algorithms.

Simulated Annealing (SA) (Kirkpatrick et al, [1983)) is a local search proce-
dure that optimises a single solution, using a decreasing parameter, the tem-
perature, to slowly converge to the global optimal solution. (1994),
[Fortemps et al (1994) and [Ulungu et al (1995, 1999) have independently pro-
posed the same algorithm, Multi-Objective Simulated Annealing (MOSA). Like
in the original single-objective algorithm, a single current solution is considered
and moved through the search space, while a subsidiary set is used to store the
potential Pareto optimal solutions. The current solution is updated by evaluat-
ing a single random neighbour and potentially accepting it with regard to rules
based on probabilities, which are themselves based on whether the neighbour
dominates, is dominated by or is incomparable to the current solution, and
on weighted projections of the fitness function. |Czyzak and Jaszkiewicz| (1996,
proposed the Pareto Simulated Annealing (PSA), in which, rather than
a single current solution, a set of current solutions is used to converge into
multiple optima at the same time. The diversity of having multiple current so-
lutions is also used to guide the parallel searches in diverse directions.
and then |Suppapitnarm and Parks| (1999)) proposed another MOSA
variants, in which the current solution is periodically replaced by one of the
archived solutions (SMOSA). Other variants also include the Pareto Archived
Simulated Annealing (PASA) by [Suresh and Mohanasundaram| (2004), the
Archived Multi-Objective Simulated Annealing (AMOSA) by Bandyopadhyay
and those based on both Pareto Dominance (PDMOSA) and
Weights (WMOSA) proposed in literature reviews by [Suman| (2003)); [Suman|
land Kumar| (2006).

Tabu Search (TS) (Glover et al, [1993) is a local search algorithm that uses
an auxiliary set of solutions, the tabu list, to guide the search and escape local
optima by preventing a backward move on the search space by banning the
acceptance of neighbours too similar to recent considered solutions. In a TS
local search, when a solution is explored, each of the solution’s neighbours is
evaluated and the best non-tabu one is selected to replace the current solution,
even if it has a worse quality. The first multi-objective algorithm based on TS

is the Multi-Objective Tabu Search (MOTS) proposed by (1997). Tt
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uses a set of current solutions and independently explores their neighbour-
hoods using an aggregation of the multiple objectives. After a given number
of iterations, a drift strategy is applied: the set of solutions is updated by
replacing one of the solutions by another one, both uniformly selected at ran-
dom in it, to explore the whole front and not merely to focus on one part of
the objective space. Other TS algorithms have been proposed, such as the one
by Baykasoglu et al (1999)), which is based on a local search with an intensi-
fication memory to restart from when no more improving move is available,
or the two algorithms proposed by |Jaeggi et al| (2004, [2008)), based on the
Hooke and Jeeves move (MOTS) and path-relinking (PRMOTS), respectively.
Multi-objective variants of scatter search using TS and path-relinking have
also been proposed (Beausoleil, [2001; Molina et al, 2007)).

Greedy Randomised Adaptive Search Procedure for Maximum Indepen-
dent Set (GRASP) is a procedure originally presented by [Feo et al| (1994]) for
single-objective optimisation problems. It has been extended by [Vianna and
Arroyo| (2004) for multi-objective optimisation problems (GRASP-MULTTI).
Both algorithms are multi-start metaheuristics that alternate two phases, the
first being the construction of an initial solution, and the second being the
iterative improvement of that solution through a local search procedure; the
best overall solution (or set of solutions, for the multi-objective version) is
then returned. The local search procedure simply replaces the current solution
by any improving neighbour until there is no more improving neighbour. In
the case of the multi-objective version, the different local search iterations use
different aggregation weights and a list of all potential Pareto optimal solu-
tions is automatically kept up to date. An extensive survey of multi-objective
GRASP can be found in Marti et all (2015), in which the authors propose a
multi-objective GRASP with path-relinking.

Lastly, Variable Neighbourhood Search (VNS) (Mladenovi¢ and Hansen|
1997) is a local search algorithm that solves the local optima problem by sim-
ply considering multiple other neighbourhoods. Indeed, a PLO regarding a
given neighbourhood may have dominating neighbours regarding other neigh-
bourhoods. |Geiger| (2008) proposed a Multi-Objective Variable Neighbourhood
Search (MOVNS) based on PLS-2 and the VNS methodology. Like in PLS,
an archive is used to store all potential Pareto optimal solutions. In every it-
eration, both a solution and a neighbourhood, if they have not been explored
yet, are selected uniformly at random, and then the solution is entirely ex-
plored and the Pareto set is updated using all the neighbours. |Arroyo et al
(2011) proposed an interesting alternative to the MOVNS algorithm by adding
a shaking mechanism: instead of generating the neighbourhood of a solution
of the Pareto set, their algorithm generates the neighbourhood of a neighbour
of the solution of the Pareto set.
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3.2 Local Search Techniques in Evolutionary Algorithms

In addition to the single-objective local search algorithms, the development
of MOLS algorithms also occurred at the same time jointly with the multi-
objective evolutionary algorithms.

Evolutionary Algorithms (EAs) constitute a class of metaheuristics based
on the iterative improvement of a set of solutions (namely, the population),
which is often used to tackle multi-objective optimisation problems. EAs usu-
ally iterate both crossover and mutation techniques to improve the population.
There are two types of hybridisation of multi-objective EAs with local search
mechanisms. The first type integrates the local search inside the EA, either
complementing or replacing the mutation, by using a local search on every so-
lution of the population at each iteration. The local search is then generally a
single-objective algorithm, based on an aggregation of the different objectives.
The second type uses a MOLS as a post-processing procedure at the end of
the EA.

Ishibuchi and Muratal (1996) first proposed the Multi-Objective Genetic
Local Search (MOGLS), which hybridises a genetic algorithm with a single-
objective local search by performing a local search on every solution generated
at every iteration. During the local search, at most k neighbours of the current
solution are produced and any improving neighbour is accepted. The crossover
and the mutation strategies generate new solutions where the local search is
applied using a new aggregation, i.e., the weights are randomly chosen. A cel-
lular variant, called C-MOGLS, was proposed by [Murata et al| (2000), which
divides solutions into cells associated with weight vectors to guide the selec-
tion and local search procedures of the MOGLS. |Jaszkiewicz| (2002)) proposed
another Genetic Local Search (GLS) where the main differences are the way
the solutions are selected for recombination and the local search aggregation,
which uses a weight vector selected at random from a set of possible weight
vectors. [Knowles and Corne (1999, 2000a)) proposed the Pareto Archived Evo-
lutionary Strategy (PAES), an EA without crossover that only relies on local
search techniques. PAES was presented as “the simplest non-trivial approach
to a multi-objective local search procedure”, and three versions were intro-
duced. All versions maintain a single current solution to be explored, while
the population takes the role of a Pareto set. In the simple (1+1)-PAES, the
current solution is explored by generating a single neighbour. The neighbour
replaces the current solution either if it dominates the latter or if it is in a less
crowded region of the population. The population itself is updated in such a
way that any dominated solution is discarded and the solutions of less crowded
spaces replace the solutions of more crowded spaces. The (14+)\)-PAES variant
generates A neighbours of the current solution at every iteration, which are
all considered for updating the population and replacing the current solution.
The (pu+A)-PAES variant replaces the current solution with a list of p cur-
rent solutions, one of which is explored, selected using a binary tournament.
Knowles and Corne| (2000b)) also proposed the memetic-PAES (M-PAES), a
variant periodically employing a crossover.
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Talbi et all (2001) also proposed a genetic algorithm hybridised with a
MOLS procedure. The execution of the algorithm is divided into two separate
steps, beginning with the execution of a genetic algorithm. Once the GA fin-
ishes, every solution of the final population is then explored by generating and
archiving every possible non-dominated neighbour, a procedure that is then
iterated until the end of the algorithm.

Similarly, [Moslehi and Mahnam)|(2011)) proposed a hybridisation of a Multi-
Objective Particle Swarm Optimisation algorithm with a single-objective local
search (MOPSO+LS).

3.3 Pareto Local Search Algorithms

Following the steps of algorithms such as PAES (Knowles and Cornel [1999)
and PLS-2 (Talbi et al, |2001)), which are based on Pareto dominance and use
the population of the EA as a Pareto set, many more algorithms solely based
on local search techniques have been designed that are not simple extensions
of known single-objective local search algorithms. These simple extensions can
still be seen as either single-trajectory algorithms or multiple-trajectory algo-
rithms, as multiple solutions are simultaneously iteratively improved. On the
contrary, the notion of trajectory is more blurred in the following algorithms,
which are based more on improving iteratively the full archive (originally the
evolutionary population) than on focusing on single solutions.

Paquete et al (2004) and |Angel et al (2004) simultaneously proposed the
first standalone local search algorithms: the Pareto Local Search (PLS) and
the Bi-criteria Local Search (BLS). Both algorithms are very similar and are
both known as PLS (or PLS-1 in comparison to the PLS-2 algorithm, the local
search algorithm of the EA proposed by Talbi et al (2001) that is sometimes
referred to under this name). Unlike in the previous EAs, in PLS algorithms,
a population is called an archive and always consists of a Pareto set. At every
iteration of the PLS algorithm, a single solution not yet considered is taken
from the archive to explore its neighbourhood and all of its neighbours are
used to update the archive.

Aguirre and Tanaka) (2005)) proposed the multiple multi-objective random
bit climbers (moRBC), which also follows a local search scheme. At each iter-
ation, all the possible moves of the neighbourhood are generated. They are all
successively applied to the current solution, which can be immediately replaced
when a dominating neighbour is found. These authors proposed multiple ver-
sions of moRBC wherein incomparable neighbours may be accepted and a
separate archive may be used for crowding or restarting purposes.

Using the idea of employing a separate standalone procedure to gener-
ate the initial solutions of the local search, Paquete and Stiitzle| (2003) pro-
posed the Two-Phase Local Search procedure (TPLS) for bi-objective opti-
misation problems. First, an initial solution is generated (originally, using a
local search), considering the first objective only. Then, a local search is per-
formed, starting from the resulting solution, but using an aggregation of the
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objectives slightly more oriented towards the second objective. This step is
then repeated until the final local search considers the second objective only.
Many variants of the TPLS procedure have been proposed, among which is the
2-Phase Pareto Local Search (2PPLS) procedure by |Lust and Teghem| (2010)),
which hybridises the first step by constructing potentially extreme supported
efficient solutions as the initial set of a PLS algorithm and an adaptive version
of TPLS, likewise hybridised with a PLS algorithm, by |Dubois-Lacoste et al
(2011)).

Instead of using the Pareto dominance or an aggregation-based comparison,
the Indicator-Based Multi-Objective Local Search (IBMOLS) (Basseur and
Burke, 2007; [Basseur et al, |2012)) accepts neighbours that are better than any
solution of the population, by using a binary multi-objective indicator, such as
the hypervolume indicator (Zitzler and Thielel [1999). The population size of
IBMOLS is fixed, the worse solution being replaced as soon as a new neighbour
is accepted. The authors also proposed an iterative version of IBMOLS, in
which the new initial Pareto set is obtained by applying random noise to a
given number of solutions of the Pareto set. If the Pareto set is not big enough,
additional solutions randomly generated are considered.

Drugan and Thierens| (2012) proposed a multi-restart version of PLS with
the Tterated PLS (IPLS). IPLS follows the PLS-2 algorithm, but associates
with every solution a Boolean flag that is turned off after the solution neigh-
bourhood is explored. When all solutions are flagged, the search first restarts
from a new solution that is randomly generated. After a given number of PLS
runs, instead of considering a new solution, IPLS uniformly selects at random
a solution from the archive, applies a mutation and restarts from the resulting
solution.

Two separate generalisations of the PLS algorithms have since been inde-
pendently proposed: the Dominance-based Multi-objective Local Search (DMLS)
(Liefooghe et al, [2012) and the Stochastic Pareto Local Search (SPLS) (Dru-
gan and Thierens| 2012). The DMLS generalisation uses an archive of solutions
and includes multiple strategies related to the selection of solutions to explore
and to the exploration of the neighbourhood. DM LS(« - ) denotes that the
DMLS uses the selection strategy o (with o € {1, %} for the selection of
a single random solution and all solutions, respectively) and the exploration
strategy § (with 8 € {1, 14, 1., x} for the acceptance of a single neighbour
at random, a single non-dominated neighbour at random, a single dominating
neighbour at random and all neighbours, respectively). The SPLS generalisa-
tion also uses an archive of solutions from which at each iteration a solution
is selected uniformly to be explored. Similarly, multiple exploration strategies
are discussed. Furthermore, like in IPLS, a Boolean flag is associated with each
solution to avoid exploring it multiple times and to enable faster termination
and restarts when the exploration is not performed exhaustively. Indeed, the
aforementioned authors also proposed a more generic process to restart PLS
algorithms, together with a hybrid genetic PLS algorithm. [Moalic et al (2013))
also proposed the Fast Local Search (FLS), which behaves like SPLS in that
the exploration of a solution neighbourhood stops as soon as a neighbour not
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dominated by the archive is found. (Tricoire| (2012)) also proposed the multi-
directional local search (MDLS), loosely based on PLS, in which at every iter-
ation a solution from the archive is taken at starting point of a subsidiary local
search, before merging the resulting archives by filtering dominating solutions.

The anytime behaviour of PLS algorithms has been investigated by |[Dubois-
Lacoste et al (2012} |2015)), who proposed variants that optimise not just the
quality of the final archive only, but also the quality of intermediate archives.
They proposed the Optimistic HyperVolume Improvement (OHVI), an alterna-
tive mechanism for selecting the solution of the archive whose neighbourhood
will be explored, and, more importantly, they showed that changing the explo-
ration strategy during the search could improve the performances of the PLS
algorithm.

Finally, Inja et al (2014) proposed the Queued Pareto Local Search (QPLS),
another restart scheme using a queue to avoid premature convergence. Starting
from the initial solutions, QPLS recursively explores every solution of the
queue by using dominating neighbours to finally obtain a single final solution.
If this final solution is not dominated by the archive, it is merged and k
incomparable neighbours are added to the queue. The authors also proposed
the Genetic Queued Pareto Local Search (GQPLS), which hybridises genetic
algorithm techniques to update the queue.

3.4 Condensed Literature Summary

All of the MOLS algorithms outlined above share a common structure, in
which a Pareto set of solution is iteratively improved by considering either a
solution or a set of solutions as current, which is then explored to merge some
or all of their neighbouring solutions to the Pareto set. Table[I] summarises the
main local search algorithms in the literature, according to the five following
local search attributes.

Current solutions A single current solution or a current set of multiple so-
lutions is used by the local search.

Archive The local search keeps track of a separate current set, or the current
solutions can be directly selected from the archive.

Neighbourhood exploration A single neighbour, the full neighbourhood
or only a subset of the neighbourhood (if a stopping criterion is used) is
evaluated.

Acceptance criterion Incomparable and dominated neighbour may be ac-
cepted and returned after the neighbourhood exploration, either as the
stopping criterion of the exploration or in addition to the final neighbour.

Quality The comparison of the quality of two neighbours is done by consid-
ering either an aggregation or the Pareto dominance.

Reference During the neighbourhood exploration, neighbours are compared
either to the current solution or to other solutions such as the full Pareto
set.
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Table 1 Condensed Literature Summary

“X”: the algorithm possesses the given characteristic

“C”: the algorithm may be configured to possess the given characteristic
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MOSA X X X X X X X
PSA X X X X X X X
MOTS X X X X X X X
MOVNS X X X X X X
MOGLS X X X X X X
PAES X C X c C X X X
PLS-2 X X X X X X
PLS-1 X X X X X X
moRBC X X X X C X X
IBMOLS X X X X X X
DMLS C C X c C C ¢C X C C
SPLS X X c C C ¢C X C C
FLS X X X X X X

MOSA (Serafini, [1994; [Fortemps et al,

MOTS (Hansen, [1997));

MOVNS (Geiger, |2

PAES (Knowles and Cornel, [1999, 2000

994));

1
008

PSA (Czyzak and Jaszkiewiczl [1996]);
; MOGLS

Ishibuchi and Muratal {1996);

; PLS-2 (Talbi et al, 2001); PLS-1 (Paquete et all

2004} |Angel et all 2004); moRBC (Aguirre and Tanakal [2005); IBMOLS (Basseur and

(Moalic et al|, 2013

Burke, [2007); DMLS (Liefooghe et al, 2012); SPLS (Drugan and Thierens, [2012); FLS

In Table [I, an “X” means that the algorithm possesses the corresponding
characteristic, possibly depending of the context during the resolution (e.g.,
SA algorithm accepting dominated solutions by means of the temperature),
whereas a “C” means that the characteristic is only present in some particular
variant of the algorithm (e.g., the DMLS structure is able to instantiate many
different local search algorithms).
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3.5 Analysis and Discussion

Table [I] shows a trend between the two algorithmic families of the MOLS
algorithms, where extensions of single-objective local search algorithms gener-
ally separate the archive and the current solutions and use aggregations, and
the family of the PLS algorithms, which generally directly select the current
solutions from the archive and use Pareto dominance.

One of the apparent weakness of MOLS algorithms relates to the possible
number of solutions included in the archive and thus the size and shape of the
optimal Pareto front. Indeed, if a MOLS algorithm does not use any mecha-
nism to bound the size of its archive, exploration of too many solutions (and
furthermore exhaustive neighbourhood explorations) can become prohibitively
computationally expensive slowing the convergence of the algorithm to a halt-
ing point (Liefooghe et all [2012). MOLS are similarly much weakened when
using too large neighbourhood, especially when explorations are performed ex-
haustively. Another current weakness of MOLS algorithms is the non explicit
handling of the intensification/diversification trade-off. If some works focus on
preserving diversity at the cost of some convergence speed (Blot et al, [2015)),
in most of the MOLS algorithms only intensification is rewarded and diversifi-
cation is delegated as a side-effect of the archiving process. Furthermore, some
variants of MOLS algorithms may require long computational time to reach
high-quality approximations of the Pareto fronts, and may result on poor so-
lutions if stopped early. Anytime mechanisms have been proposed for MOLS
algorithms to deal with this particular limitation (Dubois-Lacoste et al, |2015)).

The two DMLS and SPLS generalisations can be configured to instantiate
a large range of PLS strategies, but are not compatible with many extensions
of single-objective strategies (and do not claim to be). The first fundamental
limitation is that these generalisations do not use an explicit set of current so-
lutions that is conveyed through the iterations of the local search, but instead
select new current solutions from the archive every iteration. This also im-
plies that the current solutions are always non-dominated. They can, through
the use of an activation/deactivation scheme, emulate to some extent some
trajectory-based strategies by keeping track of the selection of the previous
iteration, but without the flexibility of keeping a separate set of current solu-
tions, which allows, for example, to easily perform explorations outside their
current archive (e.g., to explore dominated neighbours or when the algorithm
allows some deterioration of the current solutions). The second main limita-
tion is that the use of an archive as the main set of solutions leads to the use of
the Pareto dominance (or a weakened version) for quality comparison, which
leaves out the use of scalar-based comparisons in the exploration procedure.

To overcome these limitations, to allow more flexibility and to incorporate
more diverse strategies, we propose a new MOLS generalisation, which is de-
tailed in Sections [d] and [5] Its main characteristics are the use of two explicit
sets of solutions (namely, the set of current solutions and the archive), the
separation of acceptance and stopping criteria in the exploration strategy, the
possibility of using a simple set and not a Pareto set for the set of current
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solutions, the possibility of using scalar-based acceptance criteria and, finally,
the use of an explicit reference during neighbourhood comparisons.

4 Multi-Objective Local Search Strategies

In this section, we describe different sets and strategies of the MOLS algo-
rithms through examples from the literature review of the previous section.
They are the basic components of our unification of MOLS that will be pre-
sented in Section Bl

4.1 Set of Potential Pareto Optimal Solutions (Archive)

The archive is the Pareto set at the core of all MOLS algorithms. It holds po-
tential Pareto optimal solutions, i.e., solutions not yet dominated by any other
found solutions. This is the set of solutions finally returned by the procedure.

Depending on the problem considered, the size of the archive can become
very large. Unless this size is kept unbounded, a mechanism such as a di-
versity criterion (e.g., crowding, relaxed dominance, etc.) or a basic filtering
mechanism may be used to remove the less important potential Pareto optimal
solutions once a given size is reached (Liefooghe et al, |2012]).

4.2 Set of Current Solutions (Memory)

In addition to the archive, the current set, a second set of solutions, is used to
keep all the solutions whose neighbourhood may be explored. These solutions
are taken either from the archive or from previous iterations and may possibly
be dominated by some solutions of the archive. To avoid using the same term
(i.e., current) for both the current set and the current solutions it contains,
we propose to call this set memory.

We identify three categories of strategies concerning the usage of the mem-
ory. First, as a direct extension of the single-objective local search algorithms,
the memory can contain a single current solution (e.g., MOSA algorithm
(Ulungu et al,|1999))). Iteration after iteration, the current solution is explored,
potentially replaced by one of its neighbours, while the archive is automatically
updated. If the current solution appears to be a PLO, a restart can then be
performed from one of the other potential Pareto optimal solutions. However,
considering a single current solution means focusing on a single trajectory in
the search space, whereas the multi-objective setting requires optimising the
whole Pareto front. Thus, the second category of strategies includes algorithms
that keep a set of multiple current solutions and explores it sequentially, with
the direct consequence of an improved diversity since each of the separate tra-
jectories can then focus on the subset of the Pareto front (e.g., PSA (Czyzak
and Jaszkiewicz, [1998]), MOTS algorithms (Hansen, [1997), etc.). Finally, the
third category includes algorithms that do not keep track of the trajectory,
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but rather directly select and explore solutions from the archive (e.g., PAES
(Knowles and Corne, 1999), PLS (Paquete et al, [2004), DMLS algorithms
(Liefooghe et al, |2012)), etc.).

Note that, like in the archive, the size of the memory may become very
large, and, therefore, the same bounding mechanisms may be used. However,
as such mechanisms were proposed for algorithms in which the memory and
the archive were joined, it may be advantageous to bound only the memory
and keep the archive unbounded.

We may envision a new exploration strategy where multiple solutions could
be explored at the same time by combining their neighbourhoods. In that case,
without loss of generality, the current object would be itself a set of solutions
and the memory would be a set of sets of solutions.

4.3 Exploration Strategies

The exploration of the current solution consists in the construction of its neigh-
bourhood, i.e., the generation of its neighbours.

Like in the single-objective case, two types of exploration strategy are dis-
tinguished: the best improvement strategy and the first improvement strategy.
The best strategies compare every neighbour to the current solution or to the
reference so that only the best non-dominated neighbours are accepted. On
the contrary, the first strategies generate neighbours one by one and stop when
a given stopping criterion is reached. Of course, the latter strategies are not
limited to stopping after a single accepted neighbour. In both the best and the
first strategies, the exploration procedure generates some neighbours, accept-
ing some of them, and then returns the set of accepted neighbours. For each
of these neighbours, three questions arise: (i) Should it be included into the
archive? (ii) Should it replace the current solution? (iii) Should the exploration
continue or stop in regard to its quality?

The quality of a neighbour can be a function of either the current solution
or a part or the totality of the archive. Figures [1] and [2] show how the objec-
tive space is divided into dominating solutions, incomparable solutions and
dominated solutions, regarding a single solution = and multiple solutions =z,
u, v and w, respectively. Solutions in the “c” space are dominated by the cur-
rent solutions and are generally ignored, whereas exploration strategies usually
consider solutions in the “a” or “a+b” spaces. Considering the neighbouring so-
lutions enables to make better-informed decisions, e.g., distinguishing between
the “a”, “8”, and “y” spaces; the main drawback, however, is the added cost
(e.g., computational time) of an overall more expensive exploration procedure.
An alternative to using the Pareto dominance criterion is to aggregate the ob-
jectives, to obtain a scalar value subsequently used to either rank neighbours
or compute probabilities. The weights of the aggregation can be either globally
set, associated with the current solution or updated automatically in regard
to the state of the archive.
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“a”, “b” and “c”: objective space partitions in which the solution respectively domi-
nates, is incomparable with and is dominated by the solution x.

“a”, “B” and“4”: subdivisions of the objective space partition “b” in which the solution
respectively dominates, is incomparable with and is dominated by the solution u, v or w.

The archive (the set of potential Pareto optimal solutions) can be updated
directly either during the exploration of a current solution or after the ex-
ploration of all current solutions has been performed. In the direct update,
the explorations of the remaining current solutions may be impacted, i.e., the
reference set is modified on the fly.

Similarly, the memory (the set of current solutions) can be updated during
the exploration to replace the current explored solutions (e.g., in trajectory-
based local search algorithms (Serafini, [1994; |[Fortemps et al, [1994; |Czyzak
and Jaszkiewicz, |1996; [Hansen, |1997)) or to include promising new neighbours
directly (Blot et all [2015)).

If the memory contains multiple solutions, they are all explored before the
search continues unless an early stopping criterion is met. Note that, if multiple
solutions are explored and either the memory or the archive is updated during
the exploration, the order in which the solutions of the memory are explored
can strongly impact the performance.

4.4 Selection Strategies

After the exploration step has been completed, the solutions of the mem-
ory will have been explored and the archive will have been updated with the
accepted neighbours. The memory has to be updated for the next iteration.
Generally, the solutions are taken from the archive (e.g., randomly, with regard
to a crowding or sharing property (Debj |2001)), to an individual contribution
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(Dubois-Lacoste et all 2012)) or to the order of insertion in the archive (Blot
et al, [2017a))). However, in trajectory-based local search algorithms, the mem-
ory is unchanged since it has been updated during the previous exploration
step.

4.5 Termination Criteria

The local search has a natural termination criterion, which is reached when
the memory becomes empty, meaning that no more solution is to be explored.
Such an event generally means that every solution of the archive is a PLO.
This situation also arises when the algorithm intentionally removes partially
explored solutions from the memory, for example, to force a quick convergence
or ensure diversification. Other commonly used termination criteria include
the whole computational time; the total number of iterations, explorations or
evaluations; and the number of successive iterations without improvement.

4.6 Escaping Local Optima

In single-objective optimisation, local search algorithms are generally trapped
in local optima. However, various mechanisms (e.g., SA, TS, etc.) can be used
to converge further towards a global optimum. Likewise, the basic instantia-
tions of the procedures detailed in this paper will generally be trapped in sets
of PLO. Likewise, the same various mechanisms can be and have been adapted
for MOLS procedures to converge further towards the set of Pareto optima.

First, a temperature can be used to compute the probabilities of accepting
neighbours of lesser quality (Serafini, (1994} Fortemps et al, |1994; |Czyzak and
Jaszkiewicz, (1996). This temperature can be either a global parameter of the
local search or a specific temperature that can be associated with each and
every solution of the memory when the local search follows a set of solutions of
fixed size. The Tabu paradigm can also be used to drive the search out of the
PLO (Hansen, [1997). Similarly, a global tabu list or a set of tabu list can be
used for each followed solution. Finally, it is possible to use an iterated local
search scheme (Drugan and Thierens, [2012) to stop the local search early,
before reaching a true set of PLO. In this case, a convergence condition is
defined as, for example, a threshold in the convergence rate or a stagnation
criterion. The search can then restart either from the new solutions selected
uniformly in the search space or from the solutions in the close neighbourhood
of the current or the best solutions, using a kick. In the single-objective case,
a kick consists in taking a solution, either the current one or the best one,
and performing a given number of random moves over the search space. In the
multi-objective case, some solutions are selected (either a single one, a fixed
number or a ratio of solutions, or all of them) from the memory or the archive;
a single-objective kick is performed on each of them, and the resulting solutions
are included in a new Pareto set, and then the algorithm restarts from it.
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Procedure 1: LS(memory, archive)

Input: memory, a set of solutions to generate neighbourhoods
Input: archive, a Pareto set of solutions
Output: the updated archive set

repeat
all_accepted < J;
repeat
let current € memory;
ref < REFERENCE(current, memory, archive, all_accepted);
accepted + EXPLORE(current, ref, archive);
memory < UPDATE(memory, current, accepted);
all_accepted < all_accepted U accepted;
until iteration stopping condition is met
or every current € memory has been considered;
archive «+— COMBINE(archive, all_accepted);
memory < SELECT (memory, archive, all_accepted);
until local search stopping condition is met
or memory = JJ;
return archive;

5 Multi-Objective Local Search Unification

From the basic components presented in Section [d] we defined a unified struc-
ture of MOLS algorithms that can instantiate the algorithms in the literature
(see Section [3) and, maybe, future designs.

5.1 Local Search Algorithm

Procedure [1| (LS) describes the main loop of the local search. This procedure
takes an initial current set and an archive as input and returns the updated
archive. It consists in iterating three steps (the names in parentheses are the
names of the sub-procedures described as they appear in Procedure .

1. First, the solutions of the memory are explored one by one: for each, a
reference is chosen to compare the neighbours with (REFERENCE), then
some or all of the neighbours are accepted as candidates (EXPLORE), and,
finally, the memory may be updated with the neighbours (UPDATE).

2. When all the current solutions have been explored, or when an early stop-
ping condition is met, all accepted neighbours are used to update the
archive (COMBINE). Note that it is possible to update the archive during
the exploration, in which case the COMBINE procedure can still be used
to bound its size.

3. Finally, the memory is set up with the new solutions to explore.

These three steps are iterated until the memory is empty or as soon as a
given stopping condition is met.
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Procedure 2: EXPLORE(current, ref, archive)

Input: current, a solution to generate the neighbourhood
Input: ref, a set of solutions to compare neighbours with
Input: archive, a Pareto set of solutions

Output: accepted, the set of accepted solutions

Side effect: modifies the archive set

accepted < J;
repeat
let neighbour € A (current);
accepted + ACCEPT (accepted, neighbour, ref);
current, ref, archive « UPDATE(ref, accepted, current, archive,
neighbour);
until exploration stopping condition is met
or every neighbour € N(current) has been considered;
return accepted;

5.2 Local Search Exploration

The exploration mechanism (EXPLORE) is described in Procedure [2| This
procedure handles how neighbouring solutions are generated and accepted,
and how the reference set is updated. It takes as input a solution to explore,
which is used to generate the neighbourhood; a reference set to compare the
neighbours with; and the archive of the local search. It returns a set of accepted
neighbours of the input solution and possibly modifies the archive as a side
effect.

The neighbours of the current solution are generated one by one, and for
each new neighbour, the set of accepted neighbours is updated (ACCEPT).
To implement some local search algorithms from the literature, it is possible
to immediately update the current solution, the reference set and the archive
(UPDATE). Neighbours are generated until every possible neighbour of the
current solution has been generated or as soon as a given stopping condition
is met.

5.3 Iterated Local Search Algorithm

The local search of Procedure |1 (LS) can eventually stop because either the
archive contains only PLO or an early stopping condition has been met. One
of the possible mechanisms to iterate the local search (LS) and continue the
search is described in Procedure [3| (ITER). It follows the Iterated Local Search
(ILS) scheme (Lourengo et al, [2003}; [Drugan and Thierens, 2010, [2012) where
the final archive given by the local search is slightly modified and given again
as input to the local search procedure.

First, the local search is performed once, which sets up archive*, the
Pareto set that contains the overall best non-dominated solutions across local
search iterations. Then, until the global stopping condition is met, new ini-
tial memory and archive are generated (PERTURB), subsequent local search
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Procedure 3: ITER (archive)

Input: archive, a Pareto set of solutions
Output: the updated archive™® set

archive + LS(archive);

archive® < archive;

repeat
memory, archive <~ PERTURB(archive, archive®);
archive <+ LS(memory, archive);
archive* - COMBINE(archive, archive*);

until global stopping condition is met;

return archive™;

are performed and the two archives are combined to update archive* (COM-
BINE).

5.4 Literature Instantiation

Following the unification presented in Section [5] Tables [2] and [3] detail how the
main literature algorithms are instantiated in Procedure [I] and Procedure [2
respectively, of our structure. In Table [2] £ designates a constant of the algo-
rithm set beforehand, and in Table[3] the “x” symbol means that the memory
size is variable.

Table [2| shows that many of the MOLS algorithms in the literature use the
current solution as a reference. However, recent studies increasingly encourage
the use of the archive as a reference since it leads to improved results (Blot
et al, |2017a/bl). The recombination column highlights that the recombination
only makes sense when the exploration step returns a new Pareto archive;
for trajectory-based local search algorithms, such a step is directly performed
during the exploration, when a neighbour replaces the current solution in the
memory. Not mentioned here is the possible bounding of the archive size, which
is also performed on some problems after Pareto filtering (e.g., Liefooghe et al
(2012)). The selection column mainly differentiates between trajectory-based
algorithms, for which such a step is likewise irrelevant, and algorithms that
do not use a memory mechanism but recreate the set of new solutions every
iteration.

Lastly, Table [3]shows that, if the first MOLS algorithms predominantly ac-
cepted improving neighbours, newer MOLS algorithms have shown that con-
sidering incomparable neighbours leads to improved results.

6 Conclusions

The primary purpose of this paper was to propose a unification of the dif-
ferent local search techniques in multi-objective combinatorial optimisation.
Indeed, local search algorithms are well known and often used to solve single-
objective combinatorial optimisation problems; however, their transposition
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Table 2 Condensed Literature Instantiation (LS Procedure)

imp.: improving (implies underlying scalarisation)

dom.: dominating

ndom.: non-dominated (either dominating or incomparable)

Algorithm REFERENCE UPDATE COMBINE SELECT Miscellaneous

MOSA current solution  replace if imp. irrelevant do nothing

PSA current solution  replace if imp. irrelevant do nothing

MOTS irrelevant always replace irrelevant drift if long enough

MOVNS irrelevant remove current if fully explored; Pareto dominance all solutions

add ndom. neighbours; filter

MOGLS current solution  replace if imp. Pareto dominance  do nothing stop after a given number
of explorations without im-
provement

(1+1)-PAES  current solution  replace if dom. or less crowded Pareto dominance  do nothing

(14 A)-PAES  current solution  replace if dom. or less crowded Pareto dominance  do nothing

(4 N)-PAES  current solution  replace if dom. or less crowded Pareto dominance  do nothing reference chosen via binary
tournament

PLS-2 archive do nothing Pareto dominance  all solutions

PLS-1 irrelevant replace if dom. Pareto dominance  single unexplored

moRBC current solution  replace if imp. irrelevant irrelevant restart on local optima

IBMOLS memory do nothing irrelevant all solutions

DMLS(1- ) current solution  do nothing Pareto dominance  single unexplored

DMLS (% - ) current solution  do nothing Pareto dominance  all solutions

SPLS current solution  do nothing Pareto dominance single non-flagged

FLS current solution  always replace; filter Pareto dominance  do nothing

20

MOSA (Serafini|[1994][Fortemps et al|[1994); PSA (Czyzak and Jaszkiewicz|[1996); MOTS (Hansen|[1997); MOVNS (Geiger|[2008); MOGLS (Tshibuchi
[and Murata| [1996); PAES (Knowles and Corne|[1999] |2000a); PLS-2 (Talbi et all [2001); PLS-1 (Paquete et all [2004{ [Angel et all [2004); moRBC
(Aguirre and Tanaka|[2005); IBMOLS (Basseur and Burke||2007); DMLS (Liefooghe et al|[2012); SPLS (Drugan and Thierens|[2012); FLS (Moalic|
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in the multi-objective context is not straightforward and has led to different
algorithms. Multi-Objective Local Search (MOLS) algorithms can and have
been successfully applied to continuous problems, generally through the use of
ad-hoc neighbourhood structures such as sampling of close solutions, but they
suffer even more of the MOLS weaknesses discussed in the paper.

In this survey, we carried out a large literature review that showed an
evolution in the design of MOLS algorithms for multi-objective combinatorial
optimisation. First, they were either extensions of single-objective local search
algorithms (e.g., Tabu Search and Simulated Annealing) or evolutionary algo-
rithms directly integrating single-objective local search algorithms using the
aggregation of the objectives. Then, in the early 2000s, pure MOLS algorithms
were designed using the Pareto dominance and the concepts of neighbourhood
and archive. We highlighted that several concepts and strategies are shared by
all MOLS algorithms and that only the instantiation is different. We propose
therefore a unified structure that can instantiate most of the MOLS algorithms
in the literature.

With a unified structure for algorithms, it is easy to implement both the
many existing MOLS algorithms and the new ones. Many research works focus
on the automatic design of algorithms that gives a natural perspective to this
work: this unified structure paired with a multi-objective automatic algorithm
configurator (e.g., MO-ParamlILS (Blot et al, [2016))) may help in the design of
efficient algorithms for any multi-objective combinatorial optimisation prob-
lems.
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