
 

Fast Collision Detection Between Cloth and a 
Deformable Human Body 

 

Nuria Pelechano, Lee Bull, Mel Slater 
 

Department of Computer Science, University College London, UK 
 

Abstract 
This paper addresses the problem of performing collision detection between two flexible objects, the skin 
and the cloth in real-time animation of virtual humans,. In order to achieve fast collision detection we 
propose a suitable oriented bounding boxes (OBB) hierarchy for deforming bodies that can be 
constructed in a pre-processing phase, and then updated efficiently during the animation. These OBBs 
give a coarse approximation of the human body that can be used for a preliminary test and therefore 
reduce the number of triangles against which collision detection needs to be tested. 

 

1. Introduction 
An important aspect of computer animation is 
the interaction between objects in the virtual 
world. During simulation of clothing on a 
human body we need to test not only whether a 
collision with the skin has occurred, but also 
find out and report the exact collision location 
of the intersection and the response that needs to 
be applied. Such response will modify the next 
position and velocity of the colliding vertices  
by applying new forces. 

Since the computational requirement 
increases as  the square of the number of 
polygons in the modelled scene, collision 
handling can cause substantial difficulties for 
maintaining the animation in real-time. 

Both the skin and the cloth models are 
typically represented by polygonal meshes that 
can each have several thousands of polygons. It 
is therefore very important to develop a robust 
and efficient algorithm to achieve real-time 
performance for large models. 

There has been substantial research on 
collision detection for simulation of rigid 
bodies. Such methods are based on data 
structures that can be pre-computed and then 
used during run- time. In our case we are 
dealing with deformable bodies, so we need to 
either recompute these data structures at each 

time step or update them depending on the 
movements of the human body. 

There are some principles that can be 
followed for an efficient collision detection 
algorithm: 

- Reduce the number of potential colliders 
by applying a fast simple test.  

- Use as much information as possible 
about the geometry. 

- Exploit locality to reduce the number of 
potential collisions. 

- Exploit frame-to-frame coherence 
between successive tests. 

In this paper we present a new algorithm for 
fast and efficient collision detection between 
cloth and a deformable human body. The  
algorithm is based on the approach of  spatially 
partitioned oriented bounding box (OBB) 
volumes. Our main contributions are: 

- A coarse representation of the human 
body given by OBB, where for each bone 
there is an OBB with a spatial subdivision 
so that the number of triangles to test 
against is considerably  reduced. 

- A fast collision detection test between 
vertices of the cloth and the oriented 
bounding volumes. 

- A fast collision detection vertex-triangle 
test using a projection method. 
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The remainder of this paper is organised as 
follows. In next section we briefly summarise 
the previous relevant work in collision 
detection. Section 3 presents the Avatar Toolkit 
used as the basis for this work. Section 4 
discusses the details of our algorithm and its 
implementation. Section 5 demonstrates the 
results obtained. Finally we conclude and 
describe future work. 

 

2 Previous Work  
Collision detection can be a bottleneck in cloth 
simulation. In order to reduce its complexity 
there have been many approaches based on the 
idea of using some kind of bounding volume 
hierarchy. These bounding volumes (BV) are 
used to speed up the intersection test. 

BVs that have been used to build coarse 
representations of the objects are for example 
spheres 1, ellipsoids 2,  Axis Aligned Bounding 
Boxes (AABB) 3, Oriented Bounding Boxes 
(OBB) 4, Binary Space Partition Trees (BSP-
Trees) 5,  Quantized Orientation Slabs with 
Primary Orientations (QuOSPOs) 6. Bandi and 
Thalmann proposed an adaptive spatial 
subdivision  of the object space based on Oc-
tree structure 7. 

Another popular approach to collision 
detection is based on Voronoi diagrams 3, where 
spatial and temporal coherence has also been 
exploited. 

Collision detection is performed between the 
cloth and the skin. Both elements are 
represented by a 3D polygonal mesh. 

There are several cloth models in the 
literature, but the most generalised is composed 
of a network of masses and springs 8, 9, where 
movement is given by the fundamental law of 
dynamics F=m·a. In the model described by 
Provot a regular quadrilateral mesh of n×m 
virtual masses is used. In this model, each mass 
is linked to its neighbours by massless springs 
of length non zero at rest. It also contains three 
different kinds of links in order to give different 
properties to the cloth.  

 
Figure 1.  Mass-spring cloth model 

Cloth movement is affected by two different 
kinds of forces, internal and external. The 

former results from the tension of the springs 
linking the masses, and the later can have 
several natures such as gravity, wind, viscous 
damping, etc 8, 10.  

The model used in this paper is based on the 
method employed by Vollino, Courchesne and 
M. Thalmann 11, reformulated by Anderson 12 
which consists in a physical model based on 
Newtonian mechanics acting on irregular 
triangle meshes. 

The skin is usually modelled as an elastic 
triangle-mesh surface generated typically with a 
modelling program. This skin is then attached to 
the underlying bone hierarchy of the avatar and 
in some more complicated avatars is also 
attached to the underlying muscle model 13. 
Changes in the joints of the skeleton result in 
changes to the position of the bones and 
therefore in the skin attached to those bones. 
Thalmann 14 introduced joint-dependent local 
deformation operators named JLDs to be able to 
control deformations in the vicinity of joints. 

It is also possible to group the vertices into 
contours 15 and deform all of them together in 
order to speed up the deformation process. 

Some other techniques with higher 
computational cost are based in the use of Free 
Form Deformations (FFDs) 16, and also Rational 
FFD or Dirichlet FFD in order to allow a more 
accurate control of the deformations. 

Other approaches define the skin by 
metaballs, which provide realistic-looking 
virtual humans at a reduced storage cost 17. 

  

3 Prometheus Avatar Toolkit 
The PROMETHEUS project is a consortium 
which is involved in developing a studio 
broadcast platform for virtual 3D TV. Its aim is 
to allow television production using virtual sets 
and characters driven by real actors using a 
motion capture system. The system supports 
skin deformation and also contains facial 
simulation using motion capture 18. 

 Avatars are represented using a proprietary 
skinning system developed by the University of 
Surrey 19. 

The articulated body is represented by a tree 
structure that represents the parent-child 
relationship between successive bones of the 
skeleton. Each bone has a default rotation and 
translation that gives its position in relation with 
the position of its parent, initially in a standard 
neutral pose.  
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The complete avatar is represented by a 
layered model given by a skeleton and the skin. 

The avatars used in this project are seamless 
models. Each 3D model is defined as a single 
surface instead of a number of separate 
segments, so that it gives the illusion of a single 
surface. Each bone has an associated subset of 
all the vertices representing the whole model. 
While animation is being performed each bone 
affects the position of its particular subset of 
vertices in order to modify the complete shape 
of the body. 

The Cloth Simulation Server within the 
Prometheus project contains: 

- A rendering engine based on VRML97/H-
Anim 

- Cloth simulation system using a method 
based on  Anderson 12 and Thalmann 20  

- Voxel collision detection (cloth/avatar) for 
segmented avatars without skin 
deformations, using Distance Fields. 

- An animation system based on event 
sequencing of motion capture and other 
events from files or network streams. 

- External buffer servers to handle time 
stamped data entering and leaving the 
cloth server system. 

More information about the Prometheus 
Avatar Toolkit can be found in Prometheus 
project web sites 21, 22.  

 

4 Our Algorithm 

With respect to  real-time systems it is 
impracticable to test every vertex or polygon of 
the cloth against every polygon of the skin. It is 
desirable to apply an efficient detection method 
whose complexity is independent of the 
complexity of the objects. In this paper we 
present a collision detection method based on 
OBBs. 

This work has been implemented in C++ 
with OpenGL and is included in an already 
existing environment, the Prometheus Avatar 
Toolkit. 

4.1 Oriented Bounding Boxes 

Our main motivation to choose OBB against 
other kinds of bounding volumes is that not only 
can they bound geometry quite tightly but also 
they offer variable orientation and can easily be 
updated. 

The skeleton of the avatar is already 
subdivided into segments corresponding to the 

bones. Each bone has associated a subset of 
vertices from the whole set of vertices 
describing the skin. This subset of vertices will 
be used to compute the OBB. 

An OBB is defined by a centre and three 
axes defining the base of its coordinate system. 
The centre is computed by the mean of the 
coordinates of all the vertices associated with a 
particular bone. The three axes are easily 
computed by obtaining the covariance matrix of 
the subset of vertices and then obtaining its 
eigenvectors. 

The covariance matrix is given by: 

( ) ( )∑
=

−−=
n

i
i

t
i XXXX

n
S

0

1  

Where Xi = (xi,yi,zi) are the 3D coordinates 
of the skin vertices. 

The eigenvectors are obtained by the 
Principal Components Analysis method (PCA). 

Finally we need to compute the size of the 
OBB, which is given by the maximum and 
minimum extents of the original set of vertices 
along each axis. 

4.2. Subdivision of OBBs 

In order to substantially reduce the number of 
vertices falling in each subspace, we subdivide 
the OBB into several parts. This is done by 
partitioning the main axis of the OBB and then 
placing orthogonal planes at each of the 
partitions. 

During simulation, once a vertex is found to 
intersect an OBB, we only need to project it 
onto the main axis of that OBB to find out to 
which subdivision it belongs. Then we will 
perform collision detection tests only against the 
triangles falling in that subspace of the OBB. 

 
Figure 2. OBB with five subdivisions along the X-axis 

In the example above there are five 
subdivisions along the principal axis of the 
OBB. Each subdivision will have associated the 
list of triangles which vertices are projected into 
it. The more subdivisions we have, the fewer 
triangles we will have to test against. Searching 
for the list of vertices is done using a look-up-
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table, so the computational cost will not be 
increased by the fact of scaling the number of 
subdivisions.  

4.3. OBBs update during simulation 
The method to compute the OBB has linear cost 
with the number of vertices in the object. Since 
the system must run in real-time, we cannot 
afford to compute the OBB for each step of the 
animation. Therefore we need to find a method 
to modify the OBB with a computational cost 
independent of the complexity of the model. 

The main idea of our algorithm is to avoid 
recomputing the OBB with high cost but also 
without losing robustness.  

The main axis of the OBB can be easily 
updated by applying the matrix transformation 
of the bone to which it is associated. The only 
problem now would be to recompute the size of 
the OBB. Since skin deformations can be 
approximately predicted within a certain area 
around the bone, our method simply allows 
some tolerance in the initial values of the size, 
so that we obtain a slightly bigger OBB. 
Therefore this initial value for each OBB size 
can be used during simulation time without any 
need to be updated.  

Although this decision may lead to some 
additional collision detection tests afterwards, 
we save a lot of computational time updating 
the OBBs. 

 

   
Figure 3. OBB hierarchy before and after animation 

 4.4 Collision Detection 

Collision detection is tested between a vertex of 
the cloth and a triangle of the skin. This 
approximates true polygon-to-polygon collision 
detection for increased efficiency. Before this 
collision detection is performed we apply some 
tests to reduce the number of triangles against 
which we need to test each vertex of the cloth. 

The first test is to determine whether the 
vertex is inside any of the OBBs representing 
the whole body. 

This could be done by testing the cloth 
vertex against the six planes that define the 
OBB. A more efficient way to solve this 
problem consists of transforming the world 
coordinates of the vertex into local coordinates 
of the base that define the OBB 23. Once this 
mapping has been applied, we only need to 
compare the coordinates of the vertex against 
the top right corner of the OBB.  

The next step consists in determining which 
subdivision within the OBB the vertex lies. This 
is done by simple projection onto the main axis 
and then  

 
Figure 4. Cloth vertices projected into the main axis.  

Since all the vertices have been mapped to 
local coordinates of the OBB, the projection 
into the X-axis is reduced to the X coordinate of 
each vertex. 

Once the segment has been determined, a 
look-up table can be used to find out the list of 
vertices against which we need to finally apply 
the collision detection test. To give robustness 
to our algorithm we allow that vertices of the 
skin lying in the border between to subdivisions 
to belong to both lists of vertices. This implies 
more storage cost but saving computational time 
since there is no need of updating the lists of 
vertices during simulation. 

Geometrical collision detection can consist 
of detecting whether the objects interpenetrate 
(interference detection), or the objects come 
closer than a given threshold distance 
(proximity detection). In our algorithm we 
perform proximity detection by testing collision 
against an offset surface of the skinned avatar to 
alleviate polygon intersections. 

 
Figure 5. Cloth vertex p'  projected onto the triangle 

plane in the location  p. 
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To find out if a vertex intersects a triangle, 
we first compute the distance between the 
vertex and the plane given by the triangle. If 
that distance is less than a certain threshold we 
consider that there may be an intersection in the 
location p. 

Once we have the point p, which obviously 
lies on the plane, we have to find out whether p 
is inside the polygon itself or outside. The 
problem now is therefore to determine if the 
point p given in 3D space is inside a polygon 
given also in 3D space. Since this is not an easy 
problem to be solved in 3D we change the 
problem to work in 2D space using a projection. 

4.5 Projection 
This method consists in projecting both the 
point p and the vertices of the polygon onto one 
of the principal planes (XY, XZ or YZ) 23. 

The main idea of this method is that the 
inside/outside relationship between the 
projection point p and the projected polygon 
would be the same as the original point did to 
the original polygon. The principal plane to 
chose for the projection will be the one that is 
somehow most parallel to the plane defined by 
the triangle. This can be obtained by choosing 
the plane that minimises the angle between the 
normal to the plane of the triangle and the 
normal to the principal plane of projection. 

4.6 Response 

For every frame of the simulation, the velocity 
and position of every mass point in the cloth 
mesh needs to be computed. These new 
positions and velocities are given by the solving 
of a system of ordinary differential equations 
(ODEs).  Several forces such as internal cloth, 
gravity, friction, wind and damping are 
included. Vertices are made to move with the 
character using a point modification method, by 
passing the solver.  When a geometric 
intersection occurs, the mass point is set to the 
point of intersection. The vertex is tagged as 
being on the surface and until it leaves, will 
have all forces and velocity acting towards the 
surface removed. 

Intersection with the outer threshold offers 
the potential of hard impact responses. If further 
penetration into the surface beyond the surface 
threshold occurs, a penalty force is applied that 
acts along the direction of the surface normal.  
This is a method commonly used to move mass 
points away from a surface. 

The penalty force is given by Newton’s Law: F 
= m·a. Where m is the mass and a the 
acceleration we want to apply to the movement 

of the vertex. The magnitude of the acceleration 
is proportional to the negated distance between 
the vertex and the surface, and the direction 
N
r

will be normal to the surface. 

 
Figure 6. 3D Intersection vertex-triangle 

The penalty force returned is added to the 
total force applied to the vertex in order to 
modify the direction of the movement for the 
following frames of the simulation and thus 
avoid intersection with the skin. 

 

5 Results  
In order to demonstrate the capability of our 
collision detection algorithm, several pieces of 
cloth were designed. The example in figure 7 
shows an avatar dressed with a skirt, and figures 
8 and 9 show a square piece of cloth falling onto 
the avatar’s shoulder.  

Our algorithm has been tested using an 
avatar described by 1290 vertices (2576 
polygons to test against) and a piece of cloth 
model containing 264 vertices.  

Even though the OBB are updated during 
the animation, so far we have conducted 
collision detection experiments only on a static 
human body. 

The first step of our algorithm is to represent 
the avatar using a hierarchy of OBBs 1. There is 
one OBB for each bone of the avatar, and each 
OBB is regularly subdivided in 15 subspaces. 
This coarse representation of the original model 
dramatically reduces the number of triangles 
against which collision detection needs to be 
tested. Our optimisation allows an overall 
reduction of about 98% in the number of 
triangles to test against each cloth vertex. 

The algorithm we have implemented not 
only drastically reduces the number of collision 
detection tests to be done but also is also 

                                                           
1 The skeleton is represented by a hierarchy 

of bones. Each bone has as a child node a OBB. 
These OBBs are therefore the leaves of the tree. 
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scalable since the percentage of reduction is 
independent of the complexity of the model. 

Our experiments have been done using an 
800MHz machine running Windows 2000 with 
an nVidia GeForce2 card. If we apply collision 
detection directly testing every vertex of the 
cloth against every polygon of the skin, the 
frame rate becomes 0.2% of what it was without 
collision detection. Applying our algorithm, the 
frame rate becomes 35% when collision 
detection and response are being performed. If 
we only consider collision detection, then the 
frame rate becomes 63% of what it was without 
collision detection   

6. Conclusions and future work 
Collision detection for Real-time graphics 
simulations, where the shapes of the bodies 
deform continuously over time, constitute a 
particular challenge since the possibilities of 
using pre-calculated data and data structures are 
dramatically decreased. 

The method proposed in this paper is based 
on an OBB bounding volume hierarchy.  OBBs 
can be constructed during a pre-process and can 
be updated quickly.  

The result of this work is an efficient 
collision detection algorithm that works well for 
real-time simulations of deformable human 
bodies represented by seamless polygonal 
meshes. 

Further work that could be undertaken 
includes: 

- Using a space subdivision also for the 
cloth model or using adjacency graphs to 
narrow the number of collision detection 
tests. 

- Using frame-to-frame coherence to 
estimate the most likely vertices to collide 
in the following frames of the animation 
and discard those that are far away from a 
potential collider. 

- Using information about the viewpoint to 
perform collision detection with different 
levels of accuracy depending on how 
visible a vertex is from the current 
viewpoint. 

- Improving the quality of the physics 
simulation and also avoiding self collision 
detection among vertices of the cloth. 
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Figure 7. Skirt on an avatar 

 

 

 

   
Figure 8. Piece of cloth falling onto the avatar's 

shoulder

 

 

  
 

Figure 9. Piece of cloth falling onto the avatar's shoulder

 


