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Abstract Participants presented with auditory, visual, or
bi-sensory audio–visual stimuli in a speeded discrimination
task, fail to respond to the auditory component of the bi-
sensory trials signiWcantly more often than they fail to
respond to the visual component—a ‘visual dominance’
eVect. The current study investigated further the sensory
dominance phenomenon in all combinations of auditory,
visual and haptic stimuli. We found a similar visual domi-
nance eVect also in bi-sensory trials of combined haptic–
visual stimuli, but no bias towards either sensory modality
in bi-sensory trials of haptic–auditory stimuli. When pre-
sented with tri-sensory trials of combined auditory–visual–
haptic stimuli, participants made more errors of responding
only to two corresponding sensory signals than errors of
responding only to a single sensory modality, however,
there were no biases towards either sensory modality (or
sensory pairs) in the distribution of both types of errors (i.e.
responding only to a single stimulus or to pairs of stimuli).
These results suggest that while vision can dominate both
the auditory and the haptic sensory modalities, it is limited
to bi-sensory combinations in which the visual signal is
combined with another single stimulus. However, in a tri-
sensory combination when a visual signal is presented
simultaneously with both the auditory and the haptic sig-
nals, the probability of missing two signals is much smaller
than of missing only one signal and therefore the visual
dominance disappears.
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Introduction

The way we perceive multi-sensory events reveals that
our brain may not give equal weight to the information
coming from the diVerent sensory modalities. Rather,
sometimes one sensory modality dominates the other. An
everyday example of visual dominance over audition is
the ‘ventriloquism’ eVect experienced when watching
television and movies, where the voices seem to emanate
from the actors’ lips rather than from the actual sound
source (Pick et al. 1969; Howard and Templeton 1966;
Alais and Burr 2004). Even more remarkable is the ‘rub-
ber-hand illusion’ in which participants look at a rubber
hand being stroked with a paintbrush while receiving a
synchronous stroke on their own hidden hand. After a few
minutes, when required to indicate the felt position of
their hidden hand they point towards the rubber hand
position, as if they experience the tactile stimuli arising
from the rubber hand—an instance of visual dominance
over proprioception and kinesthesia (Botvinick and
Cohen 1998; Farnè et al. 2000; Pavani et al. 2000). Vision
can also dominate smell and taste. A white wine surrepti-
tiously colored with odorless red dye was described by
enology students with language typically reserved for red
wine and they avoided the use of white wine terms. Thus,
when olfactory and visual information were incongruent,
wine odor had minimal impact on olfactory discrimina-
tion and despite ‘expertise’ among participants, the visual
contextual cue dominated (Morrot et al. 2001). In the
same line, the perceived intensity of tastes and Xavors can
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change as a result of color-level manipulation (Roth et al.
1988; Delwiche 2004; Hoegg and Alba 2007).

In other circumstances, however, the other senses can
dominate vision. A single Xash of light accompanied by
multiple auditory beeps is perceived as multiple Xashes—
an auditory dominance over vision (Shams et al. 2000,
2002). Similarly, participants presented with sequences of
Xashes, taps and beeps simultaneously were instructed to
count the number of events presented in one modality (tar-
get) and to ignore the stimuli presented in the other modali-
ties (background) as the number of events presented in the
background sequence could diVer from the target sequence.
A comparison of participants’ responses when the target
was presented alone or with the background showed that
vision was the most susceptible and the least eYcient in
biasing the other two senses. By contrast, audition was the
least susceptible to background-evoked bias and the most
eYcient in biasing the other two senses (Bresciani et al.
2008). When participants touched the embossed tangible
letters p, q, b, d, W, and M, while looking at them in an
upright mirror that produced a vertical inversion of the
letters and a visual inversion of the direction of Wnger
movements, in a way that they touched the letter p but saw
themselves in the mirror touching the letter b, most partici-
pants identiWed the letters relying on their touch and not on
their vision (Heller 1992). In a gender discrimination study
of ambiguous faces, the participants who inhaled androgen
were more biased towards masculine judgments than the
group exposed to estrogen (Kovacs et al. 2004).

A particular case of visual dominance was discovered by
Colavita (1974). In speeded discrimination tasks, partici-
pants were asked to press a designated button when they
detected a visual stimulus (Xash), another button for an
auditory stimulus (sound), and both buttons (or a third but-
ton) when both stimuli were presented together. In some of
the bi-sensory trials participants failed and responded by
pressing only one of the buttons as if only a single stimulus
was presented. Remarkably, however, these erroneous
responses were signiWcantly biased towards the visual sen-
sory modality, i.e., in the bi-sensory trials participants
pressed only the visual button more often than they pressed
only the auditory button (Colavita 1974; Colavita et al.
1976; Colavita and Weisberg 1979).

The ‘Colavita eVect’ is a robust phenomenon that
endured many experimental manipulations. For instance,
the visual dominance persisted despite matching the subjec-
tive intensity of the two stimuli, or doubling the subjective
intensity of the tone relative to that of the light (Colavita
1974). The eVect was shown also regardless of whether uni-
sensory auditory responses were slower than uni-sensory
visual responses or vice versa (Koppen and Spence 2007a).
Similarly, the eVect was observed in simple detection tasks
(e.g. responding to tone, Xash, or both) as well as in more

complex tasks—a go/no-go paradigm, in which predeWned
‘target’ stimuli were interspersed in streams of distracter
stimuli and participant responded only to the targets
(Sinnett et al. 2007). The eVect remained also when the
probabilities of the uni- and bi-sensory trials, within experi-
mental blocks, were varied (Koppen and Spence 2007a, c;
Sinnett et al. 2007), although higher probabilities of bi-sen-
sory stimuli reduced the magnitude of the eVect. In the
same line, the visual dominance persisted irrespective of
the semantic congruence/incongruence between the audi-
tory and the visual stimuli in the bi-sensory trials (Koppen
et al. 2008).

The current study was designed to further explore the
Colavita eVect by investigating if there is a dominant
modality also in bi-sensory combinations of visual and
haptic, or auditory and haptic stimuli, and in tri-sensory
combinations of auditory, visual and haptic stimuli.

Method

Participants

Twelve students participated in the experiment, six males
and six females (mean age: 24.6 § 2.6 years). Ten partici-
pants were right-handed, and two were left-handed accord-
ing to the Edinburgh inventory (OldWeld 1971). All
participants reported normal hearing and normal or cor-
rected to normal vision and without any known tactile dys-
function. Participants gave their consent to be included in
the study and were paid for their participation. They were
unaware of the purpose of the experiment, except that it
tested eye–hand coordination in diVerent conditions. The
experiment was carried out under the guidelines of the
Technion’s ethics committee.

Apparatus and stimuli

We used a virtual-reality (VR) touch-enabled computer
interface capable of providing users with visual, auditory
and haptic stimuli. The assembly included a computer
screen that was tilted 45° and was reXected on a semitrans-
parent horizontal mirror (Fig. 1). The participants viewed
this reXection from above. A pen-like robotic arm (stylus)
gripped and moved as in handwriting or drawing, was
placed below the mirror surface. Full technical descriptions
of this virtual haptic system are available at http://www.
reachin.se and http://www.sensable.com.

The visual stimulus consisted of a thin, gray, horizontal
line (length: 2.5 cm, width: 1 pixel). The auditory stimulus
was a compound sound pattern of a horn (middle frequency:
11 kHz, 42 dB SPL) that was presented from two loudspeak-
ers located at both sides of the stylus, approximately 35 cm
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from participants’ ears. The haptic stimulus was a mechani-
cal resisting force (0.35 Newton) delivered through the sty-
lus, a pen-like robotic arm controlled by a programmable
engine. The duration of all three stimuli was 600 ms. Since
the Colavita eVect is maximal when the auditory and visual
stimuli are presented from the same spatial location (Koppen
and Spence 2007b; Sinnett et al. 2007), in the current study
all three sensory stimuli were presented at the same spatial
location—the center of the workspace.

Procedure

Participants sat comfortably in front of the VR system,
holding the stylus in their non-dominant hand and position-
ing its visual representation inside a circle (diameter:
1.5 cm) that was presented at the center of their visual Weld.
They were instructed to stabilize their hand in that location
by resting their stylus-holding arm on the table during the
entire experimental session. Before a block of trials was
initiated the graphic representation of the stylus
disappeared oV the screen. The dominant hand was placed
on the response buttons device (SpaceMouse® Plus;

http://www.3dconnexion.com), located on the dominant-
hand side of the VR system. Participants were instructed to
respond to each speciWc stimulus (auditory, visual, haptic),
as soon as they detected it, by pressing a speciWc button
designated for that stimulus. In the case of simultaneously
occurring bi- or tri-sensory stimuli they were instructed to
press the relevant two or three buttons. The response button
designated for a given stimulus was constant for each par-
ticipant during the entire experiment. However, the corre-
spondence between a stimulus and its response button
diVered, in a balanced manner, between participants. For
each trial, the computer registered the button(s) pressed as
well as the response time (RT).

Trials were delivered in blocks with 3 min rest between
blocks. Each block in the bi-sensory audio–visual, haptic–
visual or audio–haptic conditions contained a randomly
ordered mixture of 80 uni-sensory trials (40 of each uni-
sensory stimulus) and 20 bi-sensory trials in which both
stimuli occurred simultaneously. A tri-sensory block con-
tained a randomly ordered mixture of 81 uni-sensory trials
(27 of each uni-sensory stimulus) and 19 tri-sensory trials
in which all three stimuli occurred simultaneously. The
within-block ratios of »80/20 (uni-/multi-sensory trials,
respectively) were implemented in our study following the
majority of previous studies on the Colavita eVect that used
this ratio, and as Koppen and Spence (2007c) found, the
optimal Colavita eVect occurs with a within-block majority
of uni-sensory trials and a low ratio of bi-sensory trials.
Each subject completed 10 blocks of each of the bi- and tri-
sensory stimuli, totaling in 4,000 trials per participant.
These trials were collected along four diVerent days, i.e.
each (bi- or tri-) sensory combination was tested in a diVer-
ent day. The order of the bi- and tri-sensory combinations
was randomized and balanced across participants.

Prior to the experimental session, participants were
trained brieXy on their task before data recording began
(about 20 trials in each stimuli combination). To ensure that
the haptic signals were felt only kinesthetically, without
additional visual cues of the hand movements, no direct
visualization of the stylus holding hand was aVorded by
keeping the laboratory room darkened, and covering the
participants’ non-dominant hand with a black cloth.

Results

Distribution of errors

Overall, misses (0.02%) and inappropriate responses (i.e.
pressing a visual button when an auditory signal was pre-
sented etc.; 0.73%) were distributed without signiWcant
diVerence among the visual, auditory and haptic modalities
or their combinations. The errors of responding only to one

Fig. 1 Experimental setup. The visual display from the computer
screen was reXected onto the horizontal mirror. Participants looked at
the mirror while holding the pen-like stylus in their hand and position-
ing it at the center of their visual Weld. Two loudspeakers were placed
in both sides of the stylus. In every trial the computer generated a
uni-, bi- or tri-sensory stimulation, randomly, and participants were
required to press the corresponding button(s)
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(or two) of the compound signals are summarized in Fig. 2.
A paired T test showed that in the bi-sensory audio–visual
trials participants made 5.3% errors of responding only
with the visual button, signiWcantly more than the 1%
errors of responding only with the auditory button
[t(11) = ¡3.06, P < 0.01]. In the bi-sensory haptic–visual tri-
als there were 5.6% errors of responding only with the
visual button, signiWcantly more than the 1.7% errors of
responding only with the haptic button [t(11) = ¡3.24,
P < 0.01]. In the bi-sensory audio–haptic trials, participants
erred in 2.8% of the trials by responding only with the audi-
tory button, not signiWcantly diVerent from their 3.6%
errors of responding only with the haptic button [Statistical
power (1 ¡ �) > 96.6].

In the tri-sensory audio–visual–haptic trials there were
two types of errors. Responses to only a single sensory
modality—auditory, visual or haptic—were 0.54, 0.33 and
0.42% respectively. Responses to only pairs of sensory

modalities—auditory–visual, haptic–visual or auditory–
haptic—were 2, 1.6 and 1.9% respectively. There were no
signiWcant diVerences between the auditory, visual and hap-
tic modalities in the errors of responding only to a single
sensory modality, or in the errors of responding only to
pairs of sensory modalities [Statistical power (1 ¡ �) >
95.9]. However, overall, participants made more errors of
responding only to two sensory signals (5.5%) than errors
of responding only to a single sensory modality—1.3%
[t(11) = ¡5.27, P < 0.001].

Within-participants analysis

The bias towards the visual modality in the bi-sensory
combinations of audio–visual, and haptic–visual stimuli,
was present in 10/12, 12/12 participants, respectively. In
the bi-sensory combination of audio–haptic signals, Wve
participants’ errors were biased towards the auditory
modality while the errors of the other Wve participants
biased towards the haptic modality, the other two partici-
pants’ errors were distributed equally between the auditory
and haptic modalities. In the tri-sensory combinations, the
trend of responding more to pairs of stimuli than to a single
sensory modality occurred in all 12 participants.

Response times

Response times of the correct responses are summarized in
Fig. 3. Four one-way repeated-measures ANOVA (1 for the
tri-sensory combination, and 3 for the bi-sensory combina-
tion) with Bonferroni adjustment were conducted to
analyze the RTs. The ANOVAs were followed by paired
comparison analyses. In the blocks containing a mixture
of uni-sensory audio, uni-sensory visual and bi-sensory

Fig. 2 Distribution of the erroneous responses in the bi- and tri-sen-
sory combinations (mean § standard deviation, pooled across partici-
pants). Y axis—error rate (in %), X axis; upper line the signals detected,
middle line the sensory combination, lower line values of the Y axis
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audio–visual trials there was an overall signiWcant diVer-
ence in RTs [F(2,22) = 14.45, P < 0.001]. Paired compari-
son analyses showed that the diVerence between RTs to
the uni-sensory visual signal (682 § 98 ms) and RTs to the
uni-sensory auditory signals (602 § 127 ms) was signiW-
cant [t(11) = ¡3.04, P < 0.01). The RTs to the bi-sensory tri-
als (742 § 121 ms) were not signiWcantly diVerent from
RTs to the uni-sensory visual signals, but signiWcantly
diVerent from RTs to the uni-sensory auditory signals
[t(11) = ¡7.63, P < 0.001].

In the blocks containing a mixture of uni-sensory haptic,
uni-sensory visual and bi-sensory haptic–visual trials there
was an overall signiWcant diVerence in RTs [F(2,22) = 20.28,
P < 0.001]. Paired comparison analyses showed that the
diVerence between RTs to the uni-sensory visual and RTs
to the uni-sensory haptic signals (620 § 170 and
672 § 203 ms, respectively) was signiWcant [t(11) = 3.6,
P < 0.005). RTs to the bi-sensory trials (734 § 219 ms)
were signiWcantly diVerent from RTs to the uni-sensory
visual signals [t(11) = ¡5.11, P < 0.001], and diVerent from
RTs to the uni-sensory haptic signals [t(11) = ¡3.86,
P < 0.005].

An overall signiWcant diVerence in RTs was found also
in the blocks containing a mixture of uni-sensory auditory,
uni-sensory haptic and bi-sensory audio–haptic trials
[F(2,22) = 32.1, P < 0.001]. Paired comparison analyses
showed that the diVerence between RTs to the uni-sensory
auditory and RTs to the uni-sensory haptic signals
(642 § 96 and 716 § 161 ms, respectively) was signiWcant
[t(11) = ¡3.08, P < 0.01]. RTs to the bi-sensory trials were
830 § 143 ms, signiWcantly diVerent from RTs to the uni-
sensory auditory signals [t(11) = ¡7.02, P < 0.001], and
diVerent from RTs to the uni-sensory haptic signals
[t(11) = ¡5.83, P < 0.001].

In the blocks containing a mixture of uni-sensory audio,
visual, or haptic trials and a tri-sensory combination of
audio–visual–haptic trials, RTs to the uni-sensory auditory,
visual and haptic trials were 617 § 103, 749 § 149,
821 § 136 ms, respectively. An overall signiWcant diVer-
ence in RTs [F(3,33) = 35.12, P < 0.001] was found. Paired
comparison analyses showed that the diVerence between
RTs to the uni-sensory auditory and the uni-sensory haptic
signals was signiWcant [t(11) = ¡6.35, P < 0.001], as was the
diVerence between RTs to the uni-sensory auditory and the
uni-sensory visual signals [t(11) = 4.6, P < 0.001], and
the diVerence between RTs to the uni-sensory visual and
the uni-sensory haptic signals [t(11) = ¡2.34, P < 0.05]. RTs
to the tri-sensory audio–visual–haptic trials were 951 §
160 ms, signiWcantly diVerent from RTs to the uni-sensory
auditory signals [t(11) = ¡8.89, P < 0.001], from RTs to the
uni-sensory visual signals [t(11) = ¡7.39, P < 0.001), and
from RTs to the uni-sensory haptic signals [t(11) = ¡3.16,
P < 0.01].

Discussion

The results of the current study replicated Colavita’s Wnd-
ings (Colavita 1974; Colavita et al. 1976; Colavita and
Weisberg 1979) that in a compound of auditory and visual
signals, it is more likely for the auditory signal to be unno-
ticed than for the visual signal. Furthermore, the current
study extends the ‘visual dominance’ phenomenon by
showing that in a compound of haptic and visual signals, it
is also more likely to be unaware of the presence of the hap-
tic signal than of not noticing the visual signal. The fact that
there was no signiWcant bias towards either sensory modal-
ity in compounds of haptic and auditory signals, suggests
that while there is a prepotency and dominance of the visual
system over the auditory and the somatosensory systems,
there is no natural hierarchy between the auditory and the
somatosensory systems. These conclusions are further sup-
ported by the convergence of the group-averages and the
within-participants analyses, indicating that the dominance
of the visual system was characteristic of most of the indi-
vidual participants’ performances in the audio–visual and
haptic–visual blocks. However, in the audio–haptic blocks
there were equal numbers of participants, whose errors
were biased towards the auditory or towards the haptic sen-
sory modalities, suggesting no dominance of one sensory
modality over the other for the auditory and haptic systems.

The results of the current study also show that the occur-
rence of Colavita’s visual dominance eVect is limited to bi-
sensory combinations when a visual signal is synchronized
with an auditory or a haptic signal, whereas in tri-sensory
combinations of audio–visual–haptic signals there was no
bias towards vision in both types of errors (i.e. in the errors
of responding only to one sensory signal there was no sig-
niWcant diVerence between the senses, and also in the errors
of responding only to two sensory signals there was no bias
towards responses that contained a visual element). The
signiWcant tendency, in the tri-sensory blocks, towards
more errors of responding only to two sensory signals than
errors of responding only to a single sensory signal, is very
reasonable since by responding only to two signals, a single
error is being made of not noticing a single cue, whereas by
responding only to one signal, two errors are being made—
not noticing two cues. The probability of missing two sig-
nals is less than of missing only one signal.

In the Colavita paradigm (and its current study exten-
sions) participants were engaged in multi-tasking that
required allocating attention and working memory
resources in multiple channels simultaneously. The multi-
ple resources model (Wickens 2002, 2008) describe multi-
tasking on a 4-dimensional scheme in which tasks may
diVer on the: (1) stage—perception/cognition versus
response, (2) processing code—spatial versus verbal, (3)
sensory modality—visual versus auditory etc., (4) for a
123
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visual task—focal versus peripheral. This model predicts
greater interference when diVerent time-sharing tasks are
carried out within the same dimension (e.g. looking for
directions while driving is more demanding than listening
to directions etc.). In the current study, the overall error rate
in the uni-sensory trials was 0.75% (combined misses and
inappropriate responses), much lower than the approxi-
mately »6% [combined errors of responding only to part(s)
of the compound signals] in the multisensory trials where
participants were required to make multiple responses. The
multiple resources model may explain the relatively larger
proportion of errors in the multisensory trials, despite the
utilization of diVerent sensory modalities, as a result of
multiple tasks time-sharing the same stages (initially,
detecting the signals, and later executing the motor
response) and the same response mode [manual—pressing
button(s)]. Nevertheless, the main eVect—that errors are
not distributed equally and that it is more likely to be
unaware of an auditory or a haptic signal than to be
unaware of a visual signal—is still unexplained unless
some degree of visual dominance over the auditory and
haptic systems is assumed.

Sensory dominance

When presented with incongruous cues from diVerent sen-
sory modalities, the ‘modality appropriateness hypothesis’
(Welch and Warren 1980) postulates that the sensory sys-
tem that has the greatest precision for a given task will
dominate perception. Thus, the visual system dominates in
spatial tasks where it has a greater acuity, while temporal
tasks are dominated by the auditory system with its superior
temporal resolution (Welch and Warren 1980; Recanzone
2003). Despite the ability of the modality appropriateness
hypothesis to explain several phenomena such as the ven-
triloquism eVect, the rubber-hand illusion (both are spatial
tasks where vision dominates) and auditory inXuences on
vision in temporal tasks (e.g. Shams et al. 2000, 2002;
Bresciani et al. 2008), this hypothesis is limited in scope
and insuYcient (see also Shams et al. 2004). First, besides
spatial and temporal tasks, it does not provide clear predic-
tions for other tasks. Second, it cannot account for the
aforementioned studies in which a purely gustatory task—
rating the intensity of tastes and Xavors—could be domi-
nated by vision (through manipulations of food colorants’
level; Roth et al. 1988; Delwiche 2004; Hoegg and Alba
2007), and an olfactory task—describing the hedonic quali-
ties of a wine by means of smelling it—was dominated pri-
marily by vision (Morrot et al. 2001). Third, it is irrelevant
in explaining the Colavita eVect, since in Colavita’s para-
digm the task was simply to detect the occurrence of the
stimuli without any localizations or temporal judgments
requests, and the Wndings clearly indicated that even in the

initial detection of the stimuli it was more likely for the
auditory and haptic signals to be unnoticed than for the
visual signal.

A more sophisticated approach, elaborating the modality
appropriateness’s concept with Bayesian statistics principles
was recently proposed. It is based on the notion that each
sensory modality by itself provides the CNS with imperfect
and variable sensory inputs. According to Bayesian infer-
ence principles the imperfect estimate obtained from one
sensory input can be improved by taking into account the
probabilities of signals from another sensory modality.
Thus, our brain often minimizes the uncertainty of imperfect
and noisy sensory inputs by combining probabilities of mul-
tiple sensory signals to reWne sensory estimates. In these
optimal estimates, prior experiences are also taken into
account and the nervous system gives more weight to the
less variable estimate, thus in ambiguous or incongruous
conditions, the sensory modality that aVords the most pre-
cise estimate at that moment contributes to perception more
than the other sensory modalities do (Ernst and Banks 2002;
Ernst and BülthoV 2004; Alais and Burr 2004; Gepshtein
et al. 2005; Körding 2007; Körding et al. 2007). This Bayes-
ian inference approach that does not restrict itself to a rigid
linkage of particular sensory systems with speciWc tasks (as
the original ‘modality appropriateness’s proposition) has a
better explanatory power for sensory dominance phenom-
ena. For instance, although rating the intensity of tastes and
Xavors is primarily a gustatory task, if the visual cue (color)
is more salient and prior experience associates taste intensity
with color level (e.g. a ripe fruit vs. an almost-ripe fruit etc.)
the CNS may prefer the visual cue over the gustatory cue
which may had a poorer resolution in that particular situa-
tion (e.g. Roth et al. 1988; Delwiche 2004; Hoegg and Alba
2007). Likewise, the description of wine qualities may be
dominated by its color, not its aroma, if the smell does not
correspond with previous knowledge about wines’ color–
aroma relationships (e.g. Morrot et al. 2001). This may be
especially applicable if participants do not swallow the wine
and only smell it, so the olfactory cues are isolated from the
regularly-accompanied gustatory cues (and therefore less
prominent). In the same line, when the visual cue is vague,
the brain may utilize the co-occurring sex hormone-like
compounds as a better cue for determining the gender of a
morphed face (e.g. Kovacs et al. 2004).

This Bayesian optimal inference approach can explain
also some aspects of the Colavita eVect and its current
study’s extensions. For instance, it may explain how and
why participants failed in »6% of the trials to detect both
components of the bi-sensory compounds, in terms of
inherent noise which may have caused some variance in the
neural transmission and consequently in the detectability of
the signals. Similarly, the tendency in the tri-sensory blocks
towards more errors of responding only to two sensory
123
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signals than errors of responding only to a single sensory
signal, can be explained in terms of lower probability for
missing two signals compared to the probability of missing
only one signal. In the same line, it may explain why the
visual dominance is most likely to be found in bi-sensory
combinations, but not in a tri-sensory combination when a
visual signal is presented simultaneously with both the
auditory and the haptic signals, since the probability of
missing two signals is less than of missing one signal.
Nevertheless, the core Wndings of Colavita and the current
study—that it is more likely to be unaware of an auditory or
a haptic signal than to be unaware of a visual signal—is still
unexplained since noise and variance in signal-transduction
should have been distributed equally without signiWcant
diVerences among the corresponding sensory modalities,
especially in large samples (1,000 trials per participant for
each combination in the current study). That is, unless some
degree of visual prepotency and dominance over the audi-
tory and haptic systems is assumed, at least for the initial
detection of the signals.

The dominance of the visual system that was observed in
the current study is not unique to humans and it had been
observed also in pigeons (Randich et al. 1978) and in rats
(Miller 1973; Meltzer and Masaki 1973; Bushnell and
Weiss 1977). However, an opposite pattern was found in
cats where they responded more to the auditory signals than
to the visual signals (Jane et al. 1965). Thus, the hierarchy
between the sensory modalities may be speciWc for every
species, depending on its environmental and neural proper-
ties, as well as on evolutionary adaptive strategies. More-
over, even in humans, visual dominance is not congenital.
On the contrary, the development of the fetus’s brain is
asynchronous and the auditory system precedes the visual
system structurally and functionally (Bronson 1982;
Lewkowicz 1988a; Liu et al. 2007). Studies with infants
exposed to an audio–visual compound stimulus showed
that 6-month-old infants discriminated changes in the
temporal characteristics of the auditory component but
never discriminated such changes in the visual component.
However, 10-month-old infants could, under certain condi-
tions, discriminate also temporal changes in the visual com-
ponent (Lewkowicz 1988a, b). Based on these Wndings,
Lewkowicz (1988b) proposed that the beginning of the
developmental shift, in human infants, from ‘auditory
dominance’ towards ‘visual dominance’ occurs somewhere
during the time span between 6 and 10 months of age.

Regarding the response times, an interesting pattern was
revealed here. Typically, compounds of multi-sensory
signals are detected faster than when the same signals are
presented separately—a phenomenon known as multisen-
sory enhancement (Hershenson 1962; Doyle and Snowden
2001; Forster et al. 2002; Fort et al. 2002; Hecht et al.
2008a, b). In this study, however, when participants

responded correctly, their RT for the bi- and tri-sensory tri-
als were slower than their RT to the corresponding uni-sen-
sory trials. The explanation of this apparent discrepancy
lies in the diVerences in task requirements. Whereas in the
multisensory enhancement studies a redundant signal para-
digm was used in which participants were asked to respond
in the multi-sensory trials ‘as soon as they detected any of
the signals’, by pressing the same button in the uni- and
multi-sensory trials, in the current study, after detecting the
presence of the signal(s) participants needed to discriminate
the signals according to their sensory modalities and to
choose from diVerent response buttons the appropriate but-
ton or buttons. Consequently, responses to uni-sensory tri-
als were shorter as participants needed to make only one
decision, whereas in the bi- and tri-sensory trials they were
required to make two (or 3) separate decisions—one for
each sensory modality—and the additional cognitive pro-
cess resulted in longer RTs. A similar eVect—an increase in
the number of decisions-to-be-made entails increase in
RTs—was reported by Hyman (1953) where RTs were pro-
longed in accord with the number of response alternatives.

In conclusion, the results of the current study show that:
(1) Vision can dominate not only the auditory but also the
haptic sensory modality. (2) There is no dominance of the
auditory sensory modality over the haptic sensory modality
or vice versa. (3) In a tri-sensory combination of audio–
visual–haptic signals participants tend to err and respond
only to two signals (out of 3) more than they err by
responding only to a single stimulus. (4) Since the probabil-
ity of missing two signals is less than of missing one signal,
the visual dominance is most likely to be found in bi-sen-
sory combinations, but not in a tri-sensory combination
when a visual signal is presented simultaneously with both
the auditory and the haptic signals. Future studies may
further broaden our knowledge on the dynamics of vision,
audition and the haptic sensory modalities when combined,
in the context of simple detection task, with the chemical
senses—olfaction and gustation.
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