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ABSTRACT

In 1890, William James hypothesized that emotions are our perception of physiological changes.
Many different theories of emotion have emerged since then, but it has been demonstrated that
a specifically induced physiological state can influence an individual’s emotional responses to
stimuli. In the present study, auditory and/or vibrotactile heartbeat stimuli were presented to
participants (N � 24), and the stimuli’s effect on participants’ physiological state and subse-
quent emotional attitude to affective pictures was measured. In particular, we aimed to inves-
tigate the effect of the perceived distance to stimuli on emotional experience. Distant versus
close sound reproduction conditions (loudspeakers vs. headphones) were used to identify
whether an “embodied” experience can occur in which participants would associate the exter-
nal heartbeat sound with their own. Vibrotactile stimulation of an experimental chair and
footrest was added to magnify the experience. Participants’ peripheral heartbeat signals, self-
reported valence (pleasantness) and arousal (activation) ratings for the pictures, and memory
performance scores were collected. Heartbeat sounds significantly affected participants’ heart-
beat, the emotional judgments of pictures, and their recall. The effect of distance to stimuli was
observed in the significant interaction between the spatial location of the heartbeat sound and
the vibrotactile stimulation, which was mainly caused by the auditory-vibrotactile interaction
in the loudspeakers condition. This interaction might suggest that vibrations transform the far
sound condition (sound via loudspeakers) in a close-stimulation condition and support the hy-
pothesis that close sounds are more affective than distant ones. These findings have implica-
tions for the design and evaluation of mediated environments.
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INTRODUCTION

ONE OF THE PIONEERS in emotional research,
William James,1 hypothesized that emotions

are our perception of physiological changes in our
body. Following James’s line of thought, triggering
bodily changes should lead to an emotional experi-
ence. In the classical study by Schachter and Singer,2

injection of adrenaline made naïve participants

more susceptible to a provoking situation. Another
study3 showed that external modification of partic-
ipants’ facial expression to frowning or smiling (e.g.,
holding a pen in their mouths) significantly modu-
lated their evaluation of cartoons. More recent stud-
ies have attempted to evoke bodily changes by 
using external stimulation, mainly visual, with au-
ditory domain mostly reduced to music studies
(e.g., music assisted relaxation techniques).4 How-
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ever, other acoustic stimulation can also effectively
produce bodily changes. For instance, pure tones or
noise may alter facial electromyography activity;5–6

Bradley and Lang7 showed how listening to eco-
logical sounds may influence heart rate and elec-
trodermal and facial electromyography activity.

The present study focuses on the effect of sound
on listeners’ physiological arousal and how this al-
teration might influence a subsequent emotional ex-
perience. In particular, we wanted to investigate the
impact of the perceived distance to sound in this
paradigm. Our body serves as a reference frame
when establishing our position in relation to sur-
rounding events.8 Hence, physical distance to ob-
jects modulates the intensity of emotional responses:
close is arousing, intimate, engaging.9 Surprisingly,
few studies have explored the effect of the spatial
dimension of sound on emotional reactions. Re-
cently, it has been shown that multichannel audio
rendering can enhance emotional responses to 
music.10 Similarly, reverberation times in auditory
virtual environments may influence self-reported
emotional reactions.11 In a study12 comparing loud-
speaker- and headphone-reproduction of news, no
significant difference was found in elicited arousal,
although the headphone listening was preferred over
loudspeakers. For the present study, we chose heart-
beat sounds because we expected them to magnify
the disparity between sounds rendered close to or
distant from the body. Heartbeat sounds belong to
the self-representation sounds category, a particular
case of ecological, everyday sounds that can be as-
sociated with a person’s own body (e.g., breathing)
and its embodied activity (e.g., footsteps).13 These
sounds increase body awareness in listeners, and we
hypothesize that they may have a stronger potential
for inducing an emotional experience, especially if
perceived close to oneself. In previous research, at-
tempts were made to influence listeners’ actual heart
rate by means of false auditory heartbeat.14–16 The
studies that succeeded in this task reported small
variations (1 to 2 beats per minute) in participants’
heart rate after listening to fast or slow heartbeats. In
line with James’s paradigm, these studies tried to re-
late physiological changes to emotional experience;
most of these authors used monothematic slides with
semi-naked human bodies to be rated on an attrac-
tiveness scale. Unfortunately, results from these stud-
ies have not been very conclusive, and they failed to
show a significant correlation between changes in
heart rate and participants’ attributions of arousal. In
this study, we tested three hypotheses: 

Hypothesis 1: Fast rate heartbeat sounds will influ-
ence listeners’ heart rate, which may impact their
emotional experience. In this case, affective stim-

uli will be judged as more arousing, in line with
the generally accepted phenomenon that links
stimuli rate with increased arousal.17

Hypothesis 2: Sounds perceived close to oneself
(headphones) will have a larger impact on phys-
iology and picture judgment than distant ones
(loudspeakers).

Hypothesis 3: Coupling auditory stimuli with syn-
chronous vibrotactile stimulation will bias this
multimodal stimuli toward oneself, thus increas-
ing the impact both on physiology and affective
experience.

MATERIALS AND METHODS

Participants

Twenty-four naïve participants, 18 male (mean age
24.4; SD � 4.6), took part in the experiment. All par-
ticipants had normal hearing. They were informed
that during the experiment they would be exposed
to heartbeat sounds. The current study was con-
ducted under approval of the local ethics committee.

Apparatus

Visual stimuli (768 � 576 pixels resolution and
33° � 26° field of view) were presented on a flat pro-
jection screen placed at 1.7 meters distance. The heart-
beat stimuli was delivered using a pair of headphones
(SONY, ear-buds), a pair of loudspeakers (GENELEC
1029A, active motor), stereo bone-conduction trans-
ducers for bilateral stimulation (OIIDO Equipment),
and/or a mechanical shaker mounted under the ex-
perimental chair. The loudspeakers were placed on the
sides of the screen and hidden from participants’ view.
A Pasport PS-2105 Heart Rate Sensor was attached to
an ear clip to measure participants’ heart rate.

Stimuli and design

A series of 34 pictures (two used for instructions)
were selected from the International Affective Picture
System (IAPS)18—a set of normative pictures rated, in
a two-dimensional affective scale, for valence (or pleas-
antness) and arousal (or activation). Stimuli were cho-
sen according to their arousal (5 on a 9-point scale)
and valence values (3 and 7 out of 9 for negative and
positive pictures respectively). Two mono-files con-
taining heartbeat sounds at two different rates,
medium and high (60 and 110 beats per minute
[bpm]), were synthesized. The sound files were played
using headphones, loudspeakers, bone-conduction
headset, or mechanical shaker. The heartbeat sound
level was set to match the level of low speech (ap-
proximately 60 dBA). To assure simulation trans-
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parency, vibrations did not exceed 5 cm/s.2 Due to the
resonance frequency of the shaker, vibrational signal
was band-limited to 40 to 100 Hz. Presentation soft-
ware (www.neurobs.com) was used to deliver the
stimuli. Auditory/vibrotactile stimuli lasted 50 sec-
onds, and images were presented during the last 6 sec-
onds. The factorial design was 4 � 2 � 2 � 2 (sound
rendering type � vibrotactile stimulation on/off �
rate: medium [60 bpm], fast [110 bpm] � picture type:
positive/negative). Sound rendering types included
no sound or silence (S), bone-conduction headset (BC),
loudspeakers (LS), and headphones (HP). 

Measures

During the experiment, participants’ physiological
changes were measured by means of the heart rate
sensor (50 Hz sampling rate). Valence and arousal
ratings for pictures (self-reported emotional experi-
ence) were collected by using the Self-Assessment
Manikin (SAM), a 9-point pictorial scale developed
by Lang.19 Finally, after the experiment, a free-recall
task was performed to assess the memory for the pic-
tures presented. High-arousing events tend to be
more memorable;20 thus, this test served as a second
measure of emotional experience.

Procedure

After a short training session (two trials), the ac-
tual experiment started. During each trial, heart rate
was collected; after each stimulus, SAM scale was
displayed on the screen and participants rated pic-
ture valence and arousal by using a keyboard. Stim-
uli were presented in randomized order, and par-
ticipants could choose to pause after each stimuli
presentation. After completing the experiment, a 3-
minute free-recall task of the experimental pho-
tographs was performed. Finally, the experiment
leader performed verbal probing concerning partic-
ipants’ sensations. Then, subjects were debriefed,
thanked, and paid for their participation.

RESULTS

Physiological data, SAM ratings (self-reported
valence and arousal), and memory performance re-
sults were subjected to 4 � 2 � 2 (rendering type �
vibration � rate) repeated measures ANOVA
(Greenhouse-Geisser correction). Results for bone-
conducted rendering served as evaluation of this
novel technology and are not reported here.

Effects on physiology

Physiological data from the heart rate sensor were
individually inspected for possible artifacts due to

participant’s movement. In each trial, only the 40 sec-
onds before the picture presentation were used for
data analysis. Hence, as physiological measures did
not include the picture exposure time, data from pos-
itive and negative picture conditions were averaged.
Due to artifacts, two out of 768 recordings (24 partic-
ipants, 32 conditions) were omitted from the appro-
priate condition average. The sound rendering type
condition had a significant effect on participants’
heart activity (F[2.6, 58.8] � 2.88, p � 0.05) with
means (SE � 1.9) increasing from 69.06 (S) to 69.7 (LS)
and highest at 69.87 (HP). Least significant difference
(LSD) adjusted pairwise comparison revealed a sig-
nificant difference between silence and the sound con-
ditions (p � 0.05). No significant effects of vibrotactile
stimulation or rate were observed.

When inspecting the interaction between sound
rendering type and vibration, significance was
reached at F(2.5, 57.9) � 5.24, p � 0.005. Additional
analysis showed that this effect was mainly caused
by the loudspeakers condition (p � 0.005, t[23] �
3.34; see Figure 1). 

Effects on self-reported emotional experience: 
SAM ratings

Appetitive and defensive motivational systems
encompass different mechanisms.21 For this reason,
when assessing self-reported emotional experience,
an extra variable, picture type (positive vs. nega-
tive), was included in the analysis, and effects for
each picture type are reported whenever a differ-
ential effect was found. Valence and arousal were
used as dependent variables for a multivariate
ANOVA (MANOVA); Wilks’s lambda was used as
the multivariate criterion. 

(a) Rate effect. In line with hypothesis 1, there was
a significant effect of rate on self-reported emotional
experience (Wilks’s � � 0.74, F[2, 22] � 3.82, p �
0.05). Results showed that the increase of rate sig-
nificantly increased arousal ratings (F[1, 23] � 4.92,
p � 0.05) with means 4.48 (SE � 0.22), for medium
rate, versus 4.85 (SE � 0.24), for fast rate. No sig-
nificant effect was found for valence ratings.

(b) Rendering effect. Results revealed a significant
effect of sound rendering on SAM ratings (Wilks’s
� � 0.78, F[6, 136] � 3, p � 0.01). Because a significant
interaction was found with the variable picture type
(Wilks’s � � 0.82, F[6, 136] � 2.4, p � 0.05), effects are
reported separately for positive and negative pictures.
While for negative pictures the main effect of ren-
dering was nonsignificant, for positive pictures
MANOVA did show significance (Wilks’s � � 0.73,
F[6, 136] � 3.9, p � 0.001). Specifically, sound render-
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ing significantly influenced both valence (at F[2.9,
65.8] � 4.2, p � 0.01) and arousal (F[2.6, 59.9] � 4.9,
p � 0.01) ratings. The addition of sound had a clear
effect on the self-reported emotional responses: pic-
tures were rated as “more positive” and “more arous-
ing” after auditory stimulation. Means were 6.35 (S;
SE � 0.16), 6.64 (HP; SE � 0.15), and 6.73 (LS; SE �
0.17) for valence and 3.94 (S; SE � 0.3), 4.61 (HP; SE �
0.23), and 4.64 (LS; SE � 0.24) for arousal.

(c) Interaction between vibrotactile stimulation and
distance to sound. The effect of vibration alone did
not reach significance. Due to the significant inter-
action of sound rendering and vibration observed
at the physiological level, we further searched for
the same trends on the picture judgments. A closer
look on the two-dimensional space of SAM ratings
for the positive pictures showed a trend similar to
the one in physiological data (Figure 2). Vibrations
increased the difference between medium and fast
heart rate stimulation for the headphones condition
(p � 0.067, t[23] � 1.9 for sound only and p � 0.011,
t[23] � 2.8 for auditory-vibrotactile stimulation).
More importantly, vibrations interacted with loud-
speaker rendering, bringing the difference between
medium and fast heart rate to the headphone level
(p � 1, t[23] � 0 for sound only and p � 0.06, t[23] �
2 for auditory-vibrotactile stimulation).

Effects on memory

On average, 13 (SD � 3.24) of 32 pictures were re-
called. Results from the memory test were submit-

ted to 4 � 2 � 2 � 2 (sound reproduction � vibra-
tion � rate � picture type) ANOVA. Analysis
showed a significant effect of rate on memory (F[1,
23] � 6.95, p � 0.015). Pictures were more memo-
rable when rate was higher (means for picture re-
call rate were 43.5%, SE � 2.7%, versus 37.5%, SE �
2%).* In addition, picture type also showed an in-
significant trend (F[1, 23] � 3.11, p � 0.09), with
positive pictures being more memorable than neg-
ative ones (means were 44% versus 37%; SE �
2.9%). The effects of the different sound rendering
types and vibrotactile stimulation on memory per-
formance did not reach significance.

DISCUSSION

In the present study, we investigated the influence
of the perceived distance to auditory and auditory-
vibrotactile heartbeat stimuli on participants’ affec-
tive state. This influence was assessed by measuring
both the changes on participants’ heart rate and on
their subsequent judgments of an emotional experi-
ence (seeing affective pictures). Performance on a
memory task served as a further indicator of the ef-
fect of the manipulation of distance to stimuli. 

Presenting heartbeat sounds resulted in a small but
significant increase in participants’ heart rate with re-
spect to the silence condition. In addition, heartbeat
sound also significantly influenced emotional re-
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FIG. 1. Rendering and vibrotactile (vibration on versus off) effect on subjects’ heart rate (beats per minute). The
whiskers show the standard errors of the means.

*100% picture recall rate would mean that all participants re-
membered the picture in that sound/vibrotactile condition.

http://www.liebertonline.com/action/showImage?doi=10.1089/cpb.2007.0002&iName=master.img-000.jpg&w=287&h=227


sponses to affective visual stimuli, with positive pic-
tures rated as “more positive” and “more arousing”
after auditory stimulation. In agreement with our first
hypothesis, fast-rate heartbeat sound resulted in
higher arousal ratings and enhanced pictures’ mem-
orability in the postexperimental free-recall task.
These results corroborate the data from Bolls et al.20

showing that the arousal dimension plays a stronger
role than valence in making stimuli more memorable. 

We hypothesized that stimuli perceived as close to
oneself (headphones) are more likely to alter physi-
ology and emotional experience than far stimuli
(loudspeakers). We did not find direct support for
these hypotheses; however, the concurrent presenta-
tion of vibrotactile stimulation with heartbeat sound
significantly influenced participants’ physiology,
mainly for loudspeaker rendering conditions. We
suggest that this physiological effect was translated
into the affective response to emotional pictures. The
observed trends (see Figure 2) on the self-reported
valence and arousal seem to confirm this hypothesis,
especially when examining responses to positive pic-
tures. In auditory-only conditions, the effect of the
heartbeat sound on participants’ arousal was
stronger when sound was perceived closer to oneself
(headphone reproduction). When vibrations were si-
multaneously presented, both loudspeaker and
headphone conditions resulted in similar arousal rat-
ings. In other words, vibrations seemed to equalize
the affective power of heartbeat sounds between the
loudspeaker- and headphone-based renderings.
Therefore, our hypothesis that the close spatial loca-
tion of arousing stimuli would be more affective than
the distant one received partial support, especially if
assuming that vibration did transform the far sound

condition (sound via loudspeakers) in a close-stimu-
lation condition (cf. tactile ‘capture’ of audition in the
study by Caclin et al.22–23).

In summary, the presented results suggest that
the emotion-eliciting power of auditory modality is
influenced by the perceived distance to sound. Fu-
ture research should clarify whether the distance
cues alone may be responsible for affect modulation
or, in addition, it may be also caused by stimuli
recognition as a representation of one’s own body.
We believe that self-representation sounds (e.g.,
heartbeat, breath, footsteps) may play an important
role in the design of virtual environments, since
they are an inseparable part of users’ multimodal
virtual body, a self-avatar.13,24 Previous research
showed that visual cues constituting a self-avatar
(e.g., body parts or shadow) significantly increased
presence experience in virtual environments. There-
fore, self-representation sounds can be seen as an
auditory part of such body-centered interaction. 

Arousing or intense emotional experiences tend
to be described as more engaging,25 thus increasing
the feeling of presence in virtual environments.26 E-
learning environments might benefit from arousing
and positive experiences because they facilitate
memory for events and encourage users to go on
with the tasks.27 In the area of health and telemed-
icine, understanding users’ ongoing emotional state
is essential, for instance, in applications for fighting
against stress28 or fear (e.g., of public speaking).29

Understanding and including affective components
in virtual and mediated environments helps to es-
tablish an efficient human–computer communica-
tion30 and influences the way users interact in these
environments.
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FIG. 2. Rate effect on valence and arousal judgments of positive pictures for the conditions with only sound (A)
and combined auditory and vibrotactile stimulation (B). Valence and activation are rated in a 9-point scale (the
whiskers show the standard errors of the means). ‘LS’ refers to loudspeakers and ‘HP’ to headphones; ‘60’ refers to
the condition with medium rate heartbeat stimuli (60 beats per minute) and ‘110’ to the fast rate heartbeat stimuli
(110 beats per minute).
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